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ABSTRACT: A computationally convenient and reasonably accurate scheme of
computation of the Raman Optical Activity (ROA) is presented and tested on
model examples. Electromagnetic tensors were obtained using the
sum-over-states (SOS) methodology, while their nuclear derivatives were
estimated through numerical differentiation. An origin dependence of the results
was overcome by a distributed origin gauge transformation. Becke-3LYP
functional and corresponding Kohn–Sham orbitals are used for the excited states.
The method was compared to a benchmark coupled-perturbed (CP) calculation
on formamide and a standard ROA spectral simulation and experiment for
α-pinene. Spectra of four standard peptide conformations (α-helix, 310-helix, coil,
and β-sheet) were simulated with smaller fragments and compared to previous
experimental observations. c© 2001 John Wiley & Sons, Inc. J Comput
Chem 22: 426–435, 2001
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Introduction

R aman optical activity (ROA) has been re-
ceiving attention as a convenient probe for

conformational studies of biologically interesting
systems, especially in aqueous environment.1 – 3 Un-
like conventional Raman spectroscopy, it monitors
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differences in scattering for left and right circu-
larly polarized, and thus is sensitive to individ-
ual enantiomers. Capabilities of ROA spectrometers
have been significantly improved in the last three
decades4 so that interesting molecules related to the
living matter can be studied in water and their spec-
tra recorded in a wide range of wavelengths. Such
a flexibility often cannot be achieved by the com-
plementary vibrational circular dichroism (VCD)
technique.5 Finally, advantages with respect to the
NMR spectroscopy should be mentioned, namely
the intrinsically fast response of the light to confor-
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mational changes and a relatively low experimental
cost.

On the other hand, interpretation of ROA is pre-
dominantly dependent on ab initio simulations and
thus limited in size of the systems studied. In addi-
tion to the usual limitations of quantum mechanics,
an origin dependence of calculated intensities and a
lengthy finite-difference computation of the optical
activity tensor complicates such calculations.6 – 8

Many obstacles were overcome in the past. The
two group and bond polarizability simplified mod-
els enabled first ab initio computations of ROA.9 The
origin dependence was ultimately removed through
an introduction of magnetic field dependent atomic
orbitals,10 as was similar for the enumeration of
NMR shielding11 or VCD intensities.12 The polar
model8 and Cartesian tensor transfer techniques13

enabled further extensions towards bigger systems.
Nevertheless, accurate computation of ROA inten-
sities is still rather a difficult computational task.
For example, ROA spectra for systems with more
than about 300 basis functions cannot be routinely
calculated with the common Dalton14 or Cadpac15

programs due to intrinsic code limits and excessive
demands on computer time and memory.

A fast alternative based entirely on sum-over-
state (SOS) expansions was proposed to the usual
coupled-perturbed (CP) calculations of the ten-
sors.16, 17 In a limit of exact wave functions, the
same results should be obtained by both proce-
dures. However, the fully analytical implementa-
tion of the SOS scheme did not provide sufficiently
accurate results for ROA.17 Double sum over ex-
cited states and the SOS approximation to nuclear
derivatives were not suitable for approximate wave
functions that could be obtained from most quan-
tum chemical programs. In this work, modified SOS
computational scheme mixed with finite differenti-
ation is proposed, which better balances accuracy
with demands on computer resources. As discussed
bellow, it is applicable for most systems studied ex-
perimentally, and does not impose special limits on
their size.

Theory

ROA spectroscopy exists in many modifica-
tions, and complete theory for various experimental
settings can be found elsewhere.9, 18, 19 Typically,
recorded intensity depends on nuclear derivatives
of three molecular property tensors: electric dipole–
electric dipole (α), electric dipole–electric quadru-
pole (A), and electric dipole–magnetic dipole (“op-
tical activity tensor,” G′) polarizability. They can be

written for a real wave function in a general form
as9

Txy =
∑
j 6= n

f (ωj,ωn,ω)〈n|x|j〉〈j|y|n〉, (1)

where x and y are components of electric dipole,
electric quadrupole, or imaginary part of the mag-
netic dipole operators, |n〉 and |j〉 are electronic
ground and excited states, respectively. The func-
tion of energies

f = 2ωjn

h̄(ω2
jn − ω2)

for α and A, and

f = −2ω
h̄(ω2

jn − ω2)

for G′, ω is the laser excitation frequency. The
sum over excited states is replaced by a perturbed
ground-state function in a CP calculation, based
usually on the analytic derivative approach or on
the response theory.20 As a simplest example, the
static limit (ω→ 0) of α becomes,

ααβ =
∑
j 6= n

ω−1
jn 〈n|µα|j〉〈j|µβ |n〉

= 2
〈
n|µα| ∂n

∂Eβ

〉
= ∂〈µα〉

∂Eβ
,

where µ is electric dipole and E the electric inten-
sity.

In the SOS scheme, eq. (1) is used directly with
simplified excited states. Thus, reasonably accurate
polarizabilities and magnetic susceptibilities could
be obtained obtained using one-determinantal wave
functions.16 Especially convenient for the SOS com-
putation appears the exploitation of the Kohn–Sham
orbital energies, relatively closely related to singlet
and triplet excitation energies.21 – 23 Analytical nu-
clear derivatives of the tensors can also be obtained
within the SOS scheme, but the double sums over
excited states used in this case lead to an unpleasant
drop of accuracy for calculated ROA intensities.17

Therefore, the dependence on nuclear coordinates
is still evaluated by the numerical differentiation
here.

In restricted basis sets the SOS results generally
become origin dependent because of the transfor-
mation properties of the G′ tensor. Unfortunately,
the magnetic field-dependent orbitals [known also
as the London (LAO) or gauge-invariant atomic or-
bitals (GIAO)11] cannot be used in the SOS scheme
formally lacking an explicit dependence on the mag-
netic field, unlike for CP. This inconvenience can be
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overcome with a distributed origin gauge (DOG) for
the tensor G′:
∂G′αβ
∂rλε

(DOG) = ∂G′αβ
∂rλε

(COM)

+ iω
2
εβγ δrλγ

(
∂α

(v)
αδ

∂rλε
− ∂ααδ

∂rλε

)
. (2)

The tensor calculated in common origin (COM)
corresponds to eq. (1), α(v) is the dipole–dipole po-
larizability calculated in the mixed-length velocity
form, rλε is ε-coordinate of the nucleus λ. The pro-
cedure is analogous to the DOG transformation
commonly used in computations of the axial atomic
tensor24 needed for VCD intensities. Furthermore,
computed by a CP scheme can be conveniently used
in eq. (2), as the scheme is more accurate than SOS,
and can be performed analytically by many avail-
able programs, unlike for the G′ tensor. Using a
similar origin transformation, the tensor A can be
improved with better α as

∂Aαβγ

∂rλε
→ ∂Aαβγ

∂rλε
(SOS)− 3

2

(
rλβ
∂1ααγ

∂rλε
+ rλγ

∂1ααβ

∂rλε

)
+ rλδ1ααδδβγ , (3)

where 1α = α(SOS)− α(CP).
Computationally feasible excited electronic states

[those used in eq. (1)] were successfully approxi-
mated by Kohn–Sham Slater determinants in the
past.16, 17, 21, 22, 25, 26 In the simplest approximations
the energy differences are approximated by

h̄ωjn = εJ − εK (4)

or

h̄ωjn = εJ − εK + 2KJK − JJK, (5)

where εi denotes orbital energies, and KJK and JJK are
the usual exchange and Coulomb integrals, respec-
tively.

Computational Aspects

For actual computation of ROA intensities, the
Gaussian27 program was used together with home-
made “Roa” and other supplementary programs.
With Gaussian single-point (SP) energies and or-
bitals were calculated for each nuclear displace-
ment. The options “nosymm” and “SCF = tight”
together with a one-step (0.01 Å) differentiation pro-
vided sufficient numerical stability of the results.
Tensors α, α(v), A, and G′ were then calculated for
each point using the SOS scheme and, consequently,
their nuclear derivative could be obtained numer-
ically. Static limits of the tensors (ω → 0) were

considered, as no significant dependence on exci-
tation frequency in the nonresonance region was
observed for systems studied.

The SP computations were the slowest step of
the procedure, because the time needed scales as
N2–N3 for DFT or HF/SCF methods on larger sys-
tems, N being the number of atoms. This results in
a reasonable scaling of N3–N4 for ROA intensities.
Thus, their calculation does not impose a special
limit on size of investigated systems, as the same
scaling applies for harmonic force fields needed also
for simulations of ROA.

The CP computations were done with Gaussian
(for α) and Dalton (for α, G′, and A) programs.
Alternatively, calculation of G′ and A tensors is
implemented in Cadpac. The current version of
Dalton, however, was preferred, because it was
faster, numerically more stable, and enabled the use
of LAO and frequency-dependent computations.10

From calculated ROA ICP backscattering intensi-
ties spectra were simulated using Lorentzian band
shapes (∝[(x − x0)2 + 12]−1), with a bandwidth
1 of 5 cm−1. Differential Raman scattering cross
sections28 were calculated for a temperature of
295 K and excitation light with a wavelength of
574 nm.

Results and Discussion

FORMAMIDE

The formamide molecule, which can be thought
of as a simplistic model for the peptide amide
group, was used as a benchmark. Dependence on
the basis set size of the SOS results as well as
the comparison with CP computations can be seen
in Table I. For SOS, single-point energies and or-
bitals were generated with Becke3-LYP (B3LYP)
DFT functional29, 30 with the use of eq. (4) for exci-
tation energies. CP results were obtained by Dalton
at the HF/SCF level. In the table, three “random”
components of each tensor are selected, in an ef-
fort to save paper space. All components, however,
were compared to the last reference CP HF/AUG-
cc-pVTZ calculation via a linear fit yi = axi, with a
dispersion

δ =
√

n−1
∑

i

(axi − yi)2.

Atomic units were used in the table.
A relatively mild dependence of α on the size

of basis set can be observed. The SOS calculations
provide the tensor overestimated by almost 100%
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TABLE I.
Comparison of the Polarizability Tensors of Formamide as Calculated by the SOS and CP Schemes.

SOS CP

Fitb Fitb

Basis Tensor Componentsa a δ Tensor Componentsa a δ

6-31G
α −22.0 6.7 −0.8 1.97 2.0 −7.3 5.1 −0.4 0.94 0.7
GCOM −6.1 −4.1 −0.8 0.66 2.2 −3.7 −1.0 −1.8 0.54 1.4
GDOG/LAO −9.5 −4.7 −0.8 0.80 2.4 −5.6 −1.9 −2.2 0.71 1.7
A −45.7 12.9 3.5 1.31 1.22 −16.9 7.2 2.3 0.94 0.7

6-31G∗∗
α −23.1 6.1 −0.81 1.91 1.8 −7.1 4.9 −0.4 0.92 0.6
GCOM −7.4 −4.1 −0.5 0.73 2.4 −4.7 −0.8 −1.0 0.59 1.3
GDOG/LAO −10.2 −4.6 −0.5 0.83 2.6 −5.5 −0.7 −1.2 0.67 1.4
A −45.6 12.5 2.4 1.11 6.1 −17.6 8.0 0.2 0.70 3.4

6-31++G∗∗
α −23.1 5.0 1.6 1.98 1.5 −9.2 4.4 0.8 1.04 0.3
GCOM −7.8 −0.3 1.8 1.00 2.2 −6.4 2.4 1.7 0.90 0.7
GDOG/LAO −10.6 −0.7 1.5 1.11 2.2 −7.5 2.6 1.5 0.97 0.8
A −48.1 16.2 −23.0 1.36 4.4 −21.8 11.2 −24.4 1.04 0.3

6-311++G∗∗
α −23.4 5.4 1.9 1.97 1.6 −9.3 4.5 1.2 1.03 0.3
GCOM −7.9 0.1 1.5 1.02 2.2 −7.7 3.1 1.1 0.97 0.7
GDOG/LAO −10.8 −0.3 1.2 1.12 2.2 −6.4 2.8 1.3 0.97 0.7
A −49.6 16.7 −21.8 1.36 1.15 −23.0 11.8 −24.4 0.93 0.3

AUG-cc-pVTZ
α −22.5 4.6 1.0 1.96 1.3 −8.7 3.9 0.5 1 0
GCOM −9.3 4.5 1.7 1.14 2.0 −7.5 7.3 1.0 1 0
GDOG/LAO −11.8 4.1 1.6 1.23 2.0 −7.4 7.4 1.0 1 0
A −56.7 9.7 −33.2 1.48 3.5 −29.3 7.5 −32.0 1 1

a α: xx,yy,zz; ω−1G′ (static limit): xz,yz,zx; A: xxx,yyy,zzx; derivatives with respect to the x-coordinate of the first atom.
b A linear fit y = ax for all tensor components with respect to the CP/AUG reference values; δ is the mean square deviation from
the fit.
A BPW91/6-31G∗∗ optimized geometry was used, coordinates in Å: C 0, 0.422121, 0; O 1.211444, 0.234052, 0; N −0.947918,
−0.565064, 0; H −0.465609, 1.438620, 0; H −1.939109, −0.351977, 0; H −0.651409, −1.536330, 0.

(c.f. coefficient a = 1.91, . . . , 1.98), while the CP re-
sults reproduce always at least 92% of the reference
computation on average. Despite the high SOS val-
ues of the tensor (e.g., the first component,

∂αxx

∂r1
x

,

is overestimated by 160% for the AUG-cc-pVTZ ba-
sis, see the values of −22.5 and −8.7, signs and
relative magnitudes copy the CP basis set depen-
dence reasonably well. This indicates that a reason-
able estimate of Raman intensities can be obtained
with this SOS scheme, which was confirmed by cal-
culations on bigger systems not included in this

study. However, the intensities are proportional to
the square of the tensor components, which magni-
fies the systematic error.

On the other hand, the second order (with respect
to multipole electromagnetic expansion) tensors G′
and A are more sensitive to the basis set size than α,
and their SOS and CP values are closer. For example,
common origin values of G′ if obtained in the 6-31G
basis reproduce on average 66 and 54% of the ref-
erence for SOS and CP computations, respectively.
Signs of

∂G′yz

∂r1
x

and
∂G′zx

∂r1
x
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components are wrong if calculated with 6-31G or
6-31G∗∗ bases for either method. An inclusion of
the diffuse functions (++) improves the results re-
markably. The quadrupole polarizability behaves
similarly as G′, for example, the

∂Azzx

∂r1
x

component is obtained as a small positive number if
calculated in 6-31G and 6-31G∗∗ bases, while in big-
ger sets approaches a huge negative value of −33.0.
In the limit of infinite basis the SOS components
of the tensors will be probably still systematically
higher than the CP results, but the two approaches
can be considered equivalent for real systems where
the smallest bases are the only choice. As expected,
the removal of the origin dependence of G′ via LAO
(for CP) or DOG [for SOS, see eq. (2)] improves the
results namely for the two smallest basis sets.

The SOS calculation presented in Table I can be
thought of either as an uncoupled approximation
used in perturbed Kohn–Sham equations, or an ex-
plicit estimation of the rigorous formula (1) with
crude excited states. The former approach can ex-
plain the exceptionally good convergence of the G′
tensor, because in this case SOS and CP formulae
accidentally become equivalent for pure function-
als with electronic density independent on magnetic
field. The latter excitation approach “justifies” cal-
culation of the other two tensors α and A, because,
in principle, the accuracy of such an SOS scheme can
be improved up to the Schrödinger limit. A close
(and still rather unknown) relation among Kohn–
Sham and excitation energies21 – 23 further favors the
DFT approach in the SOS theories.

As follows from the results in Table I, the val-
ues of the tensors are rather overestimated if ob-
tained by the present SOS implementation, and thus
probably not suitable for benchmark calculations

of absolute magnitudes. Note, however, that in the
scheme described above the SOS contribution to
ROA intensities is minor, due to the dominance of
the polar part. Its error thus results in an overall
smaller relative inaccuracy. Furthermore, the local
part (ROA intensity originating in a circular motion
of electrons around atoms during their vibration) is
consistently included in this approach, unlike in the
polar model.

As indicated above, the SOS method should be
more economic in the demands for computer re-
sources. Indeed, as shown in Table II, computational
times grow more rapidly for the CP method, and
are accompanied with a sharp rise of the disk usage.
It should be noted, however, that a different imple-
mentation of any computational method could lead
to quite a different scaling with molecular size.

To explore the dependence of the SOS method on
the model of excited electronic states and energies,
five models are compared in Table III: B3LYP frozen
orbitals and energies [eq. (4)], analogous BPW9131

and HF energies, multiplicity-corrected HF orbital
energies [eq. (5)], and complete singly excited states
(CIS). All calculations were done with 6-31G∗∗ ba-
sis and compared (c.f. coefficients a and δ) to the
same reference as in Table I. Values obtained with
B3LYP typically lie between those calculated with
the HF and BPW91 functionals. Indeed, the former
significantly underestimates tensor values (a = 0.28
for G′) while the latter is overestimating them (up
to 280% on average for α). This is in agreement with
observation for the relation between Kohn–Sham
(Hartree–Fock) orbital energies and electronic exci-
tations for these functionals.21, 22

The inclusion of the multiplicity spin correction
[eq. (5)] significantly improves the uncorrected HF
results, and the use of proper CIS states in eq. (1)
further brings the SOS results to the CP limit. How-
ever, as these corrections lead to a dramatic increase

TABLE II.
Computational Demands for the Calculations in Table I.

Time (min) Disk Space (MB)

Basis Number of Functions SOS CP SOS CP

6-31G 33 12 3 10 13
6-31G∗∗ 60 29 16 10 56
6-31++G∗∗ 75 51 31 10 122
6-311++G∗∗ 90 68 53 10 240
AUG-cc-pVTZ 240 1615 2090 34 6684

Times related to one Intel PIII 500 MHz processor; the last calculation was done on a supercomputer with R10000/195 MHz
processors of approximately same power.
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TABLE III.
Comparison of the Polarizability Tensors of Formamide as Calculated with Various SOS Schemes.

Scheme Tensor Components a δ

B3LYP/eq. (4)
α −23.1 6.1 −0.81 1.91 1.8
GCOM −7.4 −4.1 −0.5 0.73 2.4
A −45.6 12.5 2.4 1.11 6.1

BPW91/eq. (4)
α −36.8 7.7 −0.9 2.8 2.8
GCOM −15.9 −7.4 0.1 1.3 4.3
A −64.1 18.5 2.6 1.5 8.3

HF/eq. (4)
α −6.4 2.8 −0.5 0.70 0.7
GCOM −3.1 −1.4 −0.1 0.28 0.9
A −19.0 4.0 1.75 0.30 0.4
HF/eq. (5)
α −10.3 4.1 −0.9 1.06 1.1
GCOM −5.5 −2.2 −2.5 0.70 3.7
A −29.4 8.3 1.2 0.77 4.1

HF/CIS in eq. (1)
α −8.1 5.2 −0.5 1.03 0.7
GCOM −4.8 −3.9 −0.8 0.58 1.6
A −22.0 8.4 1.3 0.78 3.8

6-31G∗∗ basis set was used; symbols as in Table I.

of computational time because of the four index in-
tegral transformation, the main advantage of the
SOS scheme would be lost. Because accuracy of
the tensors A and G′ is restricted primarily by
the basis set size for large systems, use of eq. (4)
with the B3LYP functional can be considered as a
most reasonable model balancing the accuracy and
computational cost. This is in agreement with re-
sults published elsewhere,16, 17, 21, 22, 25, 32 indicating
that this and similar hybrid functionals is more
suitable for the SOS calculations that pure (with-
out HF exchange) functionals, although the volume
of available DFT recipes prevents definite conclu-
sions. However, qualitative differences among var-
ious functionals are rather small in this context
and thus the ROA/SOS simulation is further doc-
umented with B3LYP only.

α-PINENE

To investigate the behavior of the proposed
scheme on a bigger system, ROA spectra of α-
pinene were simulated with the SOS and CP meth-
ods, both in the 6-31G∗∗ basis set. Geometry and har-
monic force field was obtained at the BPW91/TZ2P,
the same as in ref. 33. In Figure 1, simulated spectra

are plotted together with computational times and
experiment from ref. 8. Calculated ROA ICP/180 in-
tensities for the experimentally accessible region of
frequencies are detailed in Table IV.

FIGURE 1. ROA backscattering spectra of
(1S)-(−)-α-pinene simulated by the polar, SOS, and
CP procedures with experimental spectrum from ref. 8.
Time and disk space needed for the computations are
listed on the right-hand side.
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TABLE IV.
Calculated ROA Intensities for (S)-(−)-α-Pinene in
the mid-IR Region.

ω (cm−1) Polar Model Polar + SOS CP

1663 −9 −34 −12
1477 11 2 11
1468 −53 −62 −71
1455 −21 −19 −32
1451 −221 −195 −257
1448 338 307 413
1440 84 77 100
1437 0 4 8
1432 −183 −174 −255
1373 11 3 9
1365 10 9 18
1354 −7 5 1
1326 4 −3 0
1312 6 −4 6
1292 −11 −5 −8
1250 −2 13 10
1235 11 8 11
1206 24 34 37
1199 −25 −9 −32
1190 −21 −44 −39
1169 5 2 0
1155 5 19 25
1114 10 −17 −8
1087 27 21 32
1074 61 −7 43
1051 −22 15 2
1031 −2 −40 −30
1026 −9 18 −15
1003 −2 −12 −5

989 −33 10 −1
944 −28 −30 −32
939 25 −29 12
923 −1 6 −2
916 29 47 60
893 22 33 35
873 −3 −8 −16
830 −15 −15 −25
800 3 5 10
777 −53 −65 −95
758 25 24 45
655 24 5 17
605 14 83 60
556 −33 −55 −48
473 16 3 11
451 −20 18 −5
410 10 −8 −3

cc 0.94 0.97 1
a 0.67 0.73 1
δ 22 17 0

Based on a CP/HF/6-31G∗∗ and SOS/B3LYP/6-31G∗∗ calcu-
lations.
Linear fit y = ax and correlation coefficient cc for all of the 72
normal modes.

In agreement with previous observations,8, 34 the
polar model reproduces the experimental pattern
remarkably well. Also, on average, about 67% of the
CP intensities consist of the polar contribution; see
the coefficient a in Table IV. Statistically, the agree-
ment can be improved by addition of the local SOS
contribution up to 73%, with better linear correla-
tion and smaller error. Ultimately, the viability of the
SOS procedure is even more convincing if simulated
spectra are compared to experiment as in Figure 1.
The SOS correction improves occasional failures of
the polar model namely in the lower frequency re-
gion, and provides intensities comparable with the
CP calculation. The lower frequency modes (400–
655 cm−1) consist namely of skeletal deformation of
the bicyclic rings coupled with out of plane bend-
ing of the double-bond system. The polar model is
not adequate for these modes probably because of
π-electron conjugation, partially present also in the
four-member ring, enables intense electronic flow
under the vibrations.

As indicated in the figure, the same computer
space of about 150 MB was required for the polar
and SOS model for computation of the polariz-
ability (α) derivatives. About 15 GB of disk space
was needed for the Dalton calculation accompanied
by a sixfold increase in the CPU time. Given the
inaccuracies stemming from the harmonic approx-
imation and experimental noise, the SOS scheme
thus appears sufficient and more convenient for in-
terpretation of ROA spectrum of this system.

PEPTIDE SECONDARY STRUCTURES

As mentioned in the introduction, dependence of
ROA signal on protein conformation has been ex-
tensively studied experimentally. Lately, VCD spec-
tra of α-helical, 310-helical, coil, and β-sheet con-
formations were simulated faithfully with smaller
peptide fragments.35, 36 Here, a similar procedure
as in ref. 35 can be pursued for ROA, because the
method can be applied for fragments of the same
size. According to the reference, molecular force
fields of model trimer (with respect to the num-
ber of amide groups) CH3—[CONH—CH(CH3)]2—
CONH—CH3 were calculated at the BPW91/6-
31G∗∗ level for each of the four conformations.
Then CP polarizability (α) derivatives were ob-
tained by Gaussian using the HF/6-311++G∗∗ ap-
proximation. Finally, the local SOS contributions
to the G′ and A tensors were computed at the
Becke-3LYP/6-31++G∗∗ level by the same proce-
dure as for α-pinene. For the last computation with
387 basis functions about 500 h of CPU time and
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73 MB of disk space were needed. Obviously, the
numerical differentiation can be run on an arbi-
trary number of processors or computers, up to
the total number of geometries. Using the Carte-
sian tensor transfer technique,13, 35, 36 calculated
harmonic force fields and the tensor derivatives
were transferred onto corresponding conformers of
an octamer CH3—[CONH—CH(CH3)]7—CONH—
CH3 approximating a longer peptide chain segment
with seven alanine residues.

Simulated ROA spectra of the octamer in the
four standard peptide conformations are plotted
in Figure 2. Captured region corresponds approx-
imately to the range of experimentally accessible
frequencies. For example, ROA spectra of β-sheet-
rich proteins α-chymotrypsin and β-lactoglobulin
were reported37 in a range of about 850–1750 cm−1,
spectra of filamentous bacteriophages containing
predominantly α-helix2 in a range of 550–1850 cm−1.

The variance in intensities of simulated spectra
in the figure suggests that the ROA technique is, in
principle, able to monitor detailed molecular con-
formation. In the experiment, scattering on amino
acid side chains, hydration, and aggregation ob-
scures the protein backbone signal. Nevertheless
several useful conclusions can be drawn based on
a comparison of simulated spectra and experimen-
tal data from refs. 2 and 38. Calculated frequen-
cies of amide I vibration (C=O stretch, at about
1720 cm−1) are higher than experimental (1600–
1680 cm−1). This is, unfortunately, a common fea-
ture in ab initio simulations of peptides, originating
probably in a combination of Hamiltonian and basis
set limitations, neglecting anharmonic interactions
and solvents effects.34 – 36, 38 However, this vibration
is virtually uncoupled to other modes and easily

FIGURE 2. Simulated ICP backscattering ROA spectra
of L-CH3—[CONH—CH(CH3)]7—CONH—CH3 for the
four regular peptide conformations. Arbitrary scale on
y-axis used.

identifiable in most of infrared spectra. A +−+
pattern predicted for the α-helix can be seen exper-
imentally, although the relative intensities of these
three bands vary up to a −+ pattern. The +−+
pattern is conserved for its closest structure, 310-
helix. 310-helical ROA spectra, however, have not
yet been identified experimentally. Neither was the
coil conformation, the structure of which is thought
to coincide with polyproline II geometry. A −+ pat-
tern is predicted for amide I of the coil and β-sheet.
For the latter, this is consistent with the observa-
tions for β-sheet containing proteins. Thus, it can be
concluded that while the simulated spectral shapes
correspond to the experiment for the α-helix and
β-sheet, the shapes are similar for all of the four
conformations, and thus the amide I region is not
convenient for conformational monitoring.

A greater conformational specificity can be ob-
served for the amide II vibrations consisting of
C—N stretching and N—H bending vibrations of
the amide groups, calculated at about 1470 cm−1,
observed around 1455 cm−1. The predominantly
negative signal for the α-helix as well as the pos-
itive peak for the β-sheet can be clearly identi-
fied experimentally. The signal is somewhat ob-
scured by the CH scissoring motion on the methyl
groups.

The next region of high ROA intensity is associ-
ated with the amide III (C—N stretching and N—H
bending) vibrations coupled with the αC—H bend-
ing motion. Perhaps the negative band calculated at
1347 cm−1 for the β-sheet is related to the negative
lobe observed at 1363 cm−1 for α-chymotrypsin and
β-lactoglobulin, while the low intensity predicted
for the α-helix is consistent with the observed ab-
sence of signal in this region.

The dominant negative (1228) and positive
(at 1277 cm−1) bands can be seen experimentally
(at 1244 and 1308 cm−1, respectively) and corre-
spond to delocalized skeletal modes caused by
C—N stretching coupled with C—H bending. The
−+ pattern was found experimentally also for the
β-sheets, although a large positive signal in this re-
gion was not reproduced. A solitary positive peak
calculated at 1180 for the β-sheet can be observed at
about 1174 cm−1.

The shape of the ROA signal from the C—C,
C—N stretching skeletal modes (1000–1150 cm−1) as
well as that from the lower frequency vibrations also
tightly depends on the conformation, but cannot be
reliably compared to experiment, where it is proba-
bly overlapped with contribution from peptide side
chains and other groups.
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FIGURE 3. Simulated ICP backscattering ROA
spectra of L-α-helical peptides. From top to bottom:
CH3—[CONH—CH(CH3)]2—CONH—CH3 (intensity
multiplied twice), CH3—[CONH—CH2]7—CONH—CH3,
and CH3—[CONH—CH(CH3)]7—CONH—CH3, and
CH3—[COND—CH(CH3)]7—COND—CH3. Arbitrary
scale on y-axis used.

In Figure 3, ROA spectra of four α-helical frag-
ments are simulated. The similarity of sign patterns
between alanine trimer and octamer, with the ex-
ception of the amide I region, is in agreement with
the generally accepted perception of vibrational op-
tical activity as a short-distance structural probe.
Although the role of hydrogen bonds could not be
elucidated with the present model, the results sug-
gest their limited influence on spectral intensities.
On the other hand, unlike for VCD, contribution
of side chains cannot be neglected for ROA, c.f.
the glycin and alanin octamer spectra in the fig-
ure. However, the peptide skeletal modes (amide I,
amide II, C—C, C—N stretch) can still be identi-
fied in experimental spectra because of signal ad-
ditivity and a partial cancellation of “randomly”
oriented aminoacid residues, especially in globular
proteins.

Protein deuteration can serve as a useful tool
for spectra interpretation. As is apparent from the
lowest spectrum in Figure 2, amide I is almost un-
affected by the hydrogen exchange, while the nega-
tive signal of amide II (1473 cm−1) disappears, part
of the intensity around 1300 cm−1 is lost, the neg-
ative at 1027 (experimentally at about 1090) cm−1

and positive at 1079 (exp 1128 cm−1) bands move
upwards to 1047 (exp 1100) and 1097 (exp 1130–
1140), respectively, all of which was observed in
ref. 2. Obviously, many intensity features could
not be simulated, and clearly more experimental
and theoretical models are needed to elucidate the
link between ROA intensities and peptide struc-
ture.

Conclusions

The sum-over-state calculation of polarizabilities
combined with the numerical differentiation pro-
vided a way of a convenient simulation of the Ra-
man optical activity for bigger systems. The bench-
mark calculations on formamide revealed a similar
basis set dependence and reasonable convergence
of the CP and SOS methods, sufficient for reliable
ROA simulations. An inclusion of the diffuse func-
tions is essential for obtaining accurate quadrupole
polarizability and optical activity tensors. Simu-
lated ROA spectra of α-pinene are in an excel-
lent agreement with experiments with inaccuracies
stemming rather from frequency than intensity cal-
culations. Theoretical spectra of peptide fragments
documented a significant conformational depen-
dence of ROA and many spectral features could be
directly compared to available measurements on na-
tive proteins.
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