Quantitative Determination of Ala-Ala Conformer Ratios in Solution by Decomposition of Raman Optical Activity Spectra
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ABSTRACT: Raman optical activity (ROA) spectroscopy combined with quantum-chemical simulations is a sensitive method to determine the absolute configuration and conformation of chiral molecules in solutions. However, the precision of this approach varies for different systems. In the present study, the reliability and numerical stability of decomposing experimental spectra into calculated subspectra is tested on the Ala-Ala dipeptide. Molecular dynamics (MD) snapshots of Ala-Ala/water clusters are averaged to account for solvent effects and molecular flexibility. Multiple experiments with protonated, zwitterionic, and deprotonated dipeptide forms and natural and d_2- and d_8-isotopically labeled dipeptides are used to verify the results and estimate the overall accuracy. Although the precision is still limited by experimental noise and computational error, a very close match between the observed and theoretical spectral shapes has been achieved. This enabled quantitative determination of conformer populations with a typical dispersion of 10%. The spectroscopy also demonstrated how the conformation depends on pH. The ROA results were more consistent than the Raman ones. Typically, the ROA analysis was more resistant to artifacts in the experiment, such as incomplete baseline subtraction. Conformer ratios predicted by MD agree fairly but not fully with the experimental ones. This indicates minor deficiencies in the Amber force field, particularly for the protonated dipeptide. Overall, the combination of ROA experiment and computational chemistry appears to be a robust tool providing deep insight into molecular structure.

INTRODUCTION

The conformational behavior of small peptides has been attracting attention because of its relation to their biological activity and to protein folding in general. However, there are a limited number of methods applicable to studying molecules in solutions. In this respect, Raman optical activity (ROA) spectroscopy established itself as a very helpful tool. It is particularly suited for the native aqueous environment because the Raman background signal of water is relatively weak and does not interfere much with that of the studied compounds. ROA spectrometers measure both the total (Raman) and differential scattering of right and left circularly polarized light.1–3 ROA spectra thus provide additional information about molecular chirality (absolute configuration). However, also fine conformational changes usually bring about bigger changes in ROA spectra than for Raman. So far, the chiral technique has been applied to a wide range of biologically relevant systems, such as sugars, peptides, and nucleic acids.4–9

The potential of ROA has been further boosted by the possibility to reliably simulate ROA intensities.10 Efficient implementations of density functional theory (DFT)11–14 made it possible to interpret the spectra without empirical premises. Computer parallelization,15 fragment-based ab initio methods,16 or Cartesian tensor transfer techniques17,18 made such accurate spectral simulations applicable even to very large molecules.

Still, the accuracy of simulated vibrational band frequencies and intensities varies across systems, which limits the knowledge that can be obtained about molecular structure from a spectroscopic experiment. In particular, spectra of polar and flexible molecules that are highly relevant to biology need to be simulated by relatively complex, combined molecular mechanics/quantum mechanics (MM/QM) procedures.19,20 Visual comparison of simulated and experimental spectra or a direct decomposition of the experimental spectra into simulated ones are then used to reveal conformer ratios in the sample.21–23 However, as far as we know, the practical accuracy and numerical stability of such a procedure for flexible molecules have not been extensively tested yet.

In the present work, a combined theoretical and experimental approach is used to study the conformational behavior of such a “difficult” system, the Ala-Ala dipeptide. This is an important model for proteins, as their spectra largely depend on short-range interactions between adjacent amino acid units along the main peptide chain.18,24–26 Apart from a natural dipeptide, “d_2-” and “d_8-” deuterated species were synthesized and their spectra also measured and analyzed. Such labeling with stable isotopes has been used as an excellent
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way to assign vibrational bands and monitor the signal and structure of specific molecular parts.\textsuperscript{27–30} Deuteration leaves the electronic structure nearly unaltered, and its effect on the Ala-Ala conformation is negligible. Conformer ratios obtained with different isotopically labeled species should be equal, and actual values thus help to verify the reliability of the method as such.

The Ala-Ala molecule has been previously studied as a convenient model of the peptide linkage.\textsuperscript{27,31–33} However, its conformational behavior still remains to be clarified. For example, quantum-chemical methods cannot be applied directly to the zwitterionic form not stable in a vacuum.\textsuperscript{34} Coexistence of the NH\textsubscript{3}\textsuperscript{+} and COO\textsuperscript{−} groups in such a small system must be stabilized by polar solvent. In a way, flexible peptides are more complicated for modeling than larger ones where only a limited number of standard conformations are stabilized by side chain interactions.\textsuperscript{35} In a crystal, Ala-Ala exists in the zwitterionic form,\textsuperscript{36} its conformation nevertheless changes when dissolved in water, and is pH dependent.\textsuperscript{37} Previous simulations of ROA spectra did provide valuable information on Ala-Ala conformational behavior\textsuperscript{38–42} but were not accurate enough to provide meaningful experimental conformer ratios using decomposition/fit algorithms.

Another interesting question is whether the ROA spectra are better suited than the Raman ones to be decomposed into individual components. This is a principal issue for the ROA technique aimed to provide better structural sensitivity than unpolarized Raman spectroscopy. Although the ROA bands are inherently more sensitive to the structure, recent analysis of sugar mixtures\textsuperscript{43} showed that artifacts and ROA intensity noise, roughly proportional to the square root of the total Raman signal,\textsuperscript{4} can make the ROA analysis less reliable. For Ala-Ala, it turns out that the decomposition efficiency is for both spectral kinds roughly the same, or even favoring ROA.

## METHODS

### Sample Preparation and Spectra Measurement.

Natural l-Ala-\textsuperscript{l}-Ala (Ala-Ala) peptide was obtained from Sigma-Aldrich, while deuterated l-Ala-\textsuperscript{d\textsubscript{1}}-\textsuperscript{l}-Ala-\textsuperscript{d\textsubscript{1}} and l-Ala-\textsuperscript{d\textsubscript{4}}-\textsuperscript{l}-Ala-\textsuperscript{d\textsubscript{4}} molecules (Figure 1) were synthesized from isotopically labeled alanine (Sigma-Aldrich) according to an established procedure.\textsuperscript{44} Details about the synthesis and compound characterization are summarized in the Supporting Information. Backscattered Raman and ROA spectra were recorded on a scattered circular polarization (SCP) BioTools \textmu-ChiralRAMAN-2X instrument\textsuperscript{45} at Inst. Org. Chem. Biochem. (Prague), using 532 nm laser excitation. Control measurements were carried out on a similar but custom-made instrument at Palacký University (Olomouc). No significant differences between the experimental results were observed. The peptides were dissolved in water to concentrations of 100 mg/mL. For the charged forms, the pH was adjusted by HCl (to 1.3) or NaOH (to 12.0). The laser power at the sample was 330–560 mW, and the acquisition time was 12–33 h. The samples were measured in a rectangular fused silica cell at room temperature (∼298 K). The Raman spectrum of the cell filled with the solvent was subtracted from all Raman spectra. ROA spectra were corrected by a polynomial baseline. The frequency scale was calibrated using a neon lamp, and the intensity calibrated with a standard fluorescence reference material 2242 (National Institute of Standards and Technology, USA).

### Molecular Dynamics Simulations.

The protonated, zwitterionic, and deprotonated dipptides were separately placed in a cubic box (30 Å a side) filled with water molecules. After 1 ns equilibration, productive MD was run for another 1 ns with the Amber10\textsuperscript{46} software using the Amber03\textsuperscript{37} force field, NTV thermodynamic ensemble, a temperature of 300 K, 1 fs integration step, and periodic boundary conditions. Snapshots of the geometry were saved each 1 ps and divided into four classes corresponding to distinct Ala-Ala conformers (A–D), centered around (ψ, ψ\textsubscript{N}) values of ∼(−155°, 150°), (−70°, 150°), (−155°, −70°), (−70°, −60°), respectively, Scheme 1). In addition to the restraint-free dynamics, the weighted histogram analysis method (WHAM)\textsuperscript{48} was used to determine the free energy within the full extent of the ϕ, ψ angles. Only the trans-conformer (ω = 180°) was considered. The simulations were done with the natural (“d\textsubscript{0}”) peptide; we verified that the deuterations did not change resultant free energies within numerical accuracy.

### Computation of Raman and ROA Spectra.

For 100 snapshots of each isotopically labeled form (“d\textsubscript{0}”, “d\textsubscript{1}”, and “d\textsubscript{4}”), each level of protonation (protonated, zwitterionic, and deprotonated), and each conformer (A–D), spectra were generated within the harmonic approximation. First, water molecules farther than 3.6 Å from the peptide were deleted. Then, the geometries of remaining clusters containing the peptide and 11–17 water molecules were partially optimized in vibrational normal mode coordinates.\textsuperscript{49,50} Modes with frequencies lower than 250 cm\textsuperscript{−1} were fixed. This procedure ensured that the MD geometry was approximately conserved, while the vibrational modes most important for the spectra were relaxed.\textsuperscript{51} The program Qgrad\textsuperscript{52} interfaced to the Gaussian software package\textsuperscript{52} was used for the partial optimization. All quantum-chemical computations were performed at the B3PW91/6-311++G** level of theory. The

![Figure 1. Zwitterionic forms of the natural and two isotopically labeled Ala-Ala species.](Image 394x535 to 494x749)
solute—solvent clusters were embedded in a dielectric environment accounting for the remaining solvent using the conductor-like polarizable continuum solvent model (COSMO). After the optimization, Raman and ROA intensities were calculated by Gaussian.

Contribution of the water molecules in the clusters was not considered; i.e., the intensity tensors \((\alpha, G', A')\) were set to zero for the water atoms. This decreased the residual error in the spectra as a larger number of the clusters would be needed to average out the solvent contribution to ROA. At present, we consider direct contribution of the water molecules to sample chirality undetectable; also, computations suggest that the effect on the decomposition results is negligible.

The theoretical spectra \((S(\omega'))\) were obtained by convolution of calculated intensities \((I_i)\) with Lorentzian bands including the Boltzmann temperature factor as

\[
S(\omega) = \sum \frac{I_i}{\omega_i} \left[ 1 - \exp \left( -\frac{\hbar \omega_i}{kT} \right) \right]^{-1} \left[ \left( \frac{\omega - \omega_i}{\Delta} \right)^2 + 1 \right]^{-1} 
\]

where \(\omega_i\) is the frequency of transition \(i\), \(k\) is the Boltzmann constant, \(T\) is the temperature (298 K), and \(\Delta = 10 \text{ cm}^{-1}\). Gaussian provides the intensities in \(\text{Å}^4/\text{amu}\) (Raman) and \(\text{Å}^5/\text{amu}\) (ROA), where \(\text{amu}\) is the atomic mass unit.

### Raman and ROA Spectra Decompositions

Prior to the decomposition itself, the frequency in the calculated spectra was linearly transformed as

\[
\omega' = a\omega + b
\]

to maximize overlap with experimental spectra and thus correct for a systematic computational error. \(a\) and \(b\) are the calculated and scaled frequency, respectively, \(a = 0.969\) and \(b = 19 \text{ cm}^{-1}\). An example of this frequency “scaling” is given in Figure S1 in the Supporting Information. The scaled computed spectra are also presented in the plots.

The experimental spectra \((S_{\text{exp}})\) were supposed to be linear combinations of spectra calculated for individual conformers \((S_i)\), with coefficients \(c_i\) obeying

\[
\sum_{i=1}^{N} c_i = 1 \quad \text{and} \quad 0 \leq c_i \leq 1
\]
In our case, \( N = 4 \) (conformers \( A-D \)). The coefficients were obtained by minimizing the spectral error as a function of the coefficients \( c_i \):

\[
\delta = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} [S_{\text{exp}}(\omega) - \sum_{i=1}^{N} c_i S_i(\omega)]^2 d\omega
\]

where \( \omega_{\text{min}} = 300 \text{ cm}^{-1} \) and \( \omega_{\text{max}} = 1900 \text{ cm}^{-1} \). A direct scan of the \( N \)-dimensional coefficient space on a grid was performed to locate the minimum.

The fact that only relative Raman intensities are measured brings about an ambiguity when calculating the error (eq 4). We thus found the minimum for arbitrary positive values of \( c_i \) (without the restrictions in eq 3), and the resulting coefficients were normalized to add up to unity afterward. An alternative option to normalize spectral intensities beforehand and then search for the minimum strictly obeying eq 3 was examined too. However, this latter approach performed rather poorly for spectra suffering from fluorescence or other baseline problems, and was thus abandoned.

Unlike the usual minimization algorithms, such as those based on Lagrange multipliers or singular value decomposition, the direct scanning does not require special measures to eliminate negative coefficients. Also, it does not presume any particular property of \( \delta \) as a function of the coefficients, such as smoothness and uniqueness of the minimum. On the other hand, systematic scanning of the \( N \)-dimensional coefficient space is more time-consuming. Fortunately, scanning in coarse steps and refining the result only in the vicinity of the minimum can significantly speed up the process to seconds to minutes of computer time.

**RESULTS AND DISCUSSION**

**Molecular Dynamics and “Conformational Switching” Induced by \( \text{pH} \).** The distribution of MD snapshots obtained from the free dynamics and WHAM free-energy profiles are plotted in Figure 2. They are consistent with previous MD studies performed mostly on the Ala-Ala zwitterionic form.\(^{56-59}\) On the other hand, ab initio computations typically provided a rather incomplete description of the zwitterionic conformer behavior (Table S1).\(^{34,59-61} \) Neither vacuum nor the dielectric solvent model alone sufficiently support the hydrogen bonding interactions and separation of charges in the zwitterion.\(^{23,61} \)

The \( \varphi \) and \( \psi_{N} \) torsion angles of the free energy minima for all three forms are listed in Table S2. The last two columns in the table compare conformer weights obtained by integrating the entire conformer regions with Boltzmann weights on the basis of energies of the minima. It is interesting that these two approaches significantly differ for the protonated form, where the WHAM potential energy surface integration yields 40\% of conformer \( B \), while the population estimated from the minimum is only 31\%. Note that the integration is more reliable, as it better accounts for molecular flexibility and state degeneracy (associated with variations of other coordinates than \( \varphi \) and \( \psi_{N} \)) at a particular point of the \( \varphi \) and \( \psi_{N} \) plane.\(^{62} \)

Typical conformer geometries close to the free-energy minima are shown in Figure 3. The extended (“A”) and more puckered (“B”) conformations respectively correspond to standard \( \beta \)-sheet and polyproline II-like protein secondary structures.\(^{63} \) The polyproline II conformation is considered to be a good model of the so-called random peptide conformation.\(^{64} \) In both \( A \) and \( B \), the \( \psi_{N} \) angle is close to 152°, and is stabilized by internal hydrogen bonding between the \( \text{NH}_3^+ \) group and amide oxygen. \( C \) does not have a longer polypeptide analogue, and the \( D \) form is close to standard \( \alpha \)- or \( 3_{10} \)-helices.\(^{63} \) The remaining two conformers (E and F) are not further discussed, as their relative populations were predicted to be small (<1\%) and their inclusion resulted in only negligible improvements of the simulated spectra.

Figure 2 also shows that the relative conformer populations are affected by protonation and deprotonation of the dipptide. In the protonated form, for example, a \( \psi_{N} \) angle of about \(-57^\circ \) (assigned to the \( C \) and \( D \) conformers) appears more frequently than in the zwitterion. The deprotonation causes a significant increase in molecular flexibility as the \( \psi_{N} \) angle can rotate almost freely between the \( A \) and \( C \) or \( B \) and \( D \) energy minima. This change is also reflected in histograms of the angular populations obtained from unconstrained MD simulations (Figure S2). Such \( \text{pH} \)-induced conformer changes were also predicted for Ala-Ala by NMR.\(^{10} \)

**Experimental versus Calculated Spectra.** A detailed analysis of Ala-Ala vibrational transitions can be found in previous studies.\(^{34,39,41,42} \) Assignment of the most intense Raman peaks can be found in Table S3. Raman and ROA spectra of all four conformers and variously protonated and isotopically labeled dipeptides are plotted in Figure S3. In Figure 4, the experimental spectra of the respective protonated, zwitterionic, and deprotonated forms are compared to the resultant theoretical fit.

As expected, the ROA spectra are much more sensitive to conformational changes (A...D) than the Raman ones, while the protonation and isotopic labeling are well-reflected in both spectral types. In no case can an individual conformer alone fully explain the experiment. The fit (decomposition) best matches the measured spectra; nevertheless, in most cases, also the methodologically “purer” simulations based on the integrated Boltzmann averaging of the MD snapshots very closely reproduce the measured data (Figures S3). To the best of our knowledge, such a faithful reproduction of Raman and ROA spectra has not been previously achieved for this type of molecule.

Still, there is an occasional mismatch between the simulations and experiment (Figure 4). In the lowest-wavenumber region (<300 cm\(^{-1} \)), the experimental Raman spectra may be affected by an incomplete baseline subtraction due to the high water and other background signal. Sample fluorescence was particularly variable in the differently deuterated species and made it difficult to subtract the baseline across the entire spectral region. The experimental ROA spectra were hampered by higher noise (dark current of the CCD camera, intensity “spikes” from cosmic radiation, etc.)\(^3 \) and may occasionally exhibit minor artifacts, in particular for weak bands in the
vicinity of a strong Raman signal. Overall, however, the spectra are well-reproducible and consistent with older experiments for the nondeuterated (natural) peptide. Another problem affecting the accuracy of the resultant conformer ratios is the limited precision of the simulations. Typically, fine ROA patterns within 800–900 cm\(^{-1}\) and around 1300 cm\(^{-1}\) are not reproduced. Part of the reason may be the inherent inaccuracy of DFT, as analyzed by extensive benchmark computations. Although earlier ROA studies indicate a supremacy of the adopted B3PW91 functional, trial computations (not shown) reveal that it can still yield different frequency error for different vibrations. This can cause serious distortions of ROA intensities and cannot be corrected unless highly electron-correlated and prohibitively time-consuming computational methods are used. Incomplete solvent modeling and anharmonic forces not included in the calculations may also contribute to the overall error.

Fortunately, most other spectral features are well-reproduced, including the region below 900 cm\(^{-1}\), rather neglected in the past. The overall good agreement of the experiment and theory thus provides a good basis for a more quantitative analysis of the spectra.

**Experimental versus Calculated Conformer Ratios.** The decomposition results are summarized in Figure 5 and in Table 1, showing that the coefficients are close but not identical to conformer populations obtained from WHAM. All six independent decompositions (\(d_0\), \(d_2\), and \(d_8\) species for both Raman and ROA spectra) suggest a higher (\(\sim 70\%\)) content of the B conformer ("polyproline II") in protonated Ala-Ala than obtained from the MD (40%). One can interpret this as a bias of the Amber force field toward the \(\alpha\)-helical" conformation. For the zwitterion, the situation is similar, with a smaller difference (\(\sim 80\%\) vs 67%), while for the deprotonated form a large dispersion of the decomposition coefficients makes such a comparison more difficult.

The decomposition results are somewhat dependent on spectra processing, particularly on the baseline subtraction in Raman spectra and the choice of the analyzed spectral range (\(\omega_{\text{min}}, \omega_{\text{max}}\)). Jointly with the limited computational accuracy, these factors are responsible for the variation of the decomposition coefficients. For the two spectral kinds and three isotopic species, they typically vary within 5–15%.

The decomposition results are somewhat dependent on spectra processing, particularly on the baseline subtraction in Raman spectra and the choice of the analyzed spectral range (\(\omega_{\text{min}}, \omega_{\text{max}}\)). Jointly with the limited computational accuracy, these factors are responsible for the variation of the decomposition coefficients. For the two spectral kinds and three isotopic species, they typically vary within 5–15%.

Overall, the ROA decomposition results seem to be more reliable than the Raman ones, as the coefficients for the three isotopic isomers are more alike, often in surprising agreement (e.g., \(c_B\) for the zwitterion, Figure 5 and Table 1). In contrast, decomposition of the Raman spectrum of the deprotonated dipeptide provided 50 and 0\% of D for the \(d_2\) and \(d_8\) species, respectively. This was, however, to a large extent caused by a close similarity of the Raman spectra of individual conformers, and other cases yielded more consistent results.

**Stability of Spectral Decomposition.** Next, we investigate the spectral error (\(\delta\)) as a function of the decomposition coefficients. The uniqueness of the minimum is not self-evident, and we and others often ignored this issue in the
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**Figure 4.** Continued

Raman (\(I_R + I_L\)) and ROA (\(I_R - I_L\)) spectra. The experimental intensities are multiplied by a factor of \(10^{-10}\) (Raman) and \(10^{-6}\) (ROA) to approximately match the calculated scale and avoid large numbers.
Nevertheless, for Ala-Ala, the error has always been a smooth function of the coefficients, with a single minimum. An example of the dependence of normalized $\delta$ on two coefficients obtained from spectra of protonated peptide is provided in Figure 6. The dependence additionally justifies searching for minima in coarse steps and refining the result only in the vicinity of the minimum, which significantly speeds up the procedure.

As $\delta$ possesses only one minimum and the function is smooth, the use of analytical approaches is also reasonable. Indeed, an algorithm based on Lagrange multipliers was tested and usually resulted in coefficients that were nearly identical to those obtained by the systematic scan. However, negative decomposition coefficients had to be carefully avoided, a problem affecting ROA more than Raman spectra. For example, penalty functions employed to keep the coefficients positive often caused a significant distortion of the spectral error hypersurface and led to erroneous results. A more viable approach was to set to zero the coefficients that were expected to be negative and reiterate the Lagrange decomposition.

Despite both the Raman and ROA error surfaces being smooth (Figure 6), one should be aware that a variation of the decomposition coefficients causes a much smaller change in the Raman than in the ROA spectra (cf. the individual conformer spectra in Figure S3). This can also be seen from the magnitude of the relative error in Figure 6: for Raman, even a significant change of the coefficients diagonally across the black area (minimum) causes a rather small variation of the error. Note also the different scales ($\delta/\delta_0$) for Raman and ROA in Figure 6.

This relative insensitivity of Raman scattering to conformation change, combined with the limited accuracy of the simulations, can cause a large dispersion of conformer ratios, as apparent in Figure 5. On the other hand, Raman spectra can be measured with higher precision and calculated more reliably than ROA. The overall performance of the spectroscopic–theoretical determination of conformer ratios is thus variable for a particular system and depends on a number of factors, including the theoretical model employed and experimental conditions. For Ala-Ala, the advantages of ROA spectroscopy slightly prevailed.

### CONCLUSIONS

We used the Ala-Ala molecule as a peptide model to understand how Raman and ROA spectral intensities relate to chemical structure and conformation. The results were verified on variously protonated and deuterated Ala-Ala forms. The flexibility of the molecule and strong interaction with the aqueous environment made it necessary to perform rather extensive, combined molecular dynamics and quantum mechanical simulations. A very good agreement has been achieved between simulated and experimental spectra,

![Figure 6. Dependence of the relative spectral error (\(\delta_0 = \int_{\omega_{\text{min}}}^{\omega_{\text{max}}} S_\omega^{-1}(\omega) d\omega\)) on two coefficients (c_A and c_B) obtained by a decomposition of protonated Ala-Ala Raman and ROA spectra. The remaining coefficients (c_C and c_D) were set to zero.](image)

### Table 1. Boltzmann Weights Calculated by WHAM and Decomposition Coefficients Obtained from Raman and ROA Spectra (%)

<table>
<thead>
<tr>
<th>Deuteration</th>
<th>WHAM</th>
<th>Raman</th>
<th>ROA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Protonated Ala-Ala</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d_0</td>
<td>13, 40, 12, 35</td>
<td>26, 74, 0, 0</td>
<td>23, 72, 0, 5</td>
</tr>
<tr>
<td>d_1</td>
<td>22, 76, 2, 0</td>
<td>40, 60, 0, 0</td>
<td></td>
</tr>
<tr>
<td>d_2</td>
<td>34, 66, 0, 0</td>
<td>16, 84, 0, 0</td>
<td></td>
</tr>
<tr>
<td><strong>Zwitterionic Ala-Ala</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d_0</td>
<td>25, 67, 02, 06</td>
<td>3, 88, 7, 2</td>
<td>11, 82, 0, 7</td>
</tr>
<tr>
<td>d_1</td>
<td>10, 69, 12, 9</td>
<td>17, 83, 0, 0</td>
<td></td>
</tr>
<tr>
<td>d_2</td>
<td>7, 84, 0, 9</td>
<td>0, 83, 17, 0</td>
<td></td>
</tr>
<tr>
<td><strong>Deprotonated Ala-Ala</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d_0</td>
<td>36, 29, 19, 16</td>
<td>6, 49, 29, 16</td>
<td>24, 59, 0, 17</td>
</tr>
<tr>
<td>d_1</td>
<td>32, 18, 0, 50</td>
<td>14, 56, 19, 11</td>
<td></td>
</tr>
<tr>
<td>d_2</td>
<td>32, 41, 27, 0</td>
<td>32, 52, 0, 16</td>
<td></td>
</tr>
</tbody>
</table>
ultimately enabling a quantitative decomposition of the experimental data into the calculated spectral curves. Still, some spectral features were not explicable within feasible computational methodology, in particular the DFT and harmonic approximations, which needs to be addressed in the future. The explicit treatment of the water environment by molecular dynamics was of critical importance for the simulations of the peptide geometry and spectra to be realistic. We took advantage of the good quality of calculated results to extract experimental conformer populations by a direct decomposition of experimental spectra into simulated conformer subspectra. Obtained conformer ratios roughly corresponded to results predicted by molecular dynamics, except for the content of the α-helical-like conformer in the protonated peptide, which was significantly overestimated by MD. Systematic mapping of the coefficient space revealed a good numerical stability of the spectral decomposition and enabled its optimization. Overall, we find the structure and conformer determination based on the spectroscopic and theoretical methodology to be a robust procedure, with immense potential for biomolecular studies.
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