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Molecular pincers or tweezers are designed to hold and

release the target molecule. Potential applications involve drug

distribution in medicine, environment technologies, or

microindustrial techniques. Typically, the binding is dominated

by van der Waals forces. Modeling of such complexes can

significantly enhance their design; yet obtaining accurate

complexation energies by theory is difficult. In this study,

density functional theory (DFT) computations combined with

dielectric continuum solvent model are compared with the

potential of mean force approach using umbrella sampling

and the weighted histogram analysis method (WHAM) with

molecular dynamics (MD) simulations. For DFT, functional and

basis set effects are discussed. The computed results are

compared to experimental data based on NMR spectroscopic

measurements of five synthesized tweezers based on the

Tr€oger’s basis. Whereas the DFT computations correctly

provided the observed trends in complex stability, they failed

to produce realistic magnitudes of complexation energies.

Typically, the binding was overestimated by DFT if compared

to experiment. The simpler semiempirical PM6-DH2X scheme

proposed lately yielded better magnitudes of the binding

energies than DFT but not the right order. The MD-WHAM

simulations provided the most realistic Gibbs binding energies,

although the approximate MD force fields were not able to

reproduce completely the ordering of relative stabilities of

model complexes found by NMR. Yet the modeling provides

interesting insight into the complex geometry and flexibility

and appears as a useful tool in the tweezers’ design. VC 2012

Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23063

Introduction

Weakly bound molecular complexes attract attention as tools

for molecular carriage, recognition, and manipulation.[1] The

concept of molecular tweezers was introduced in 1978 by

Chen and Whitlock[2] for compounds having two flat binding

units connected by a linkage group. Typical tweezer com-

pounds contain a rigid spacer and two aromatic residues. The

aromatic parts attracts electron-deficient compounds.[3–5] For

example, successful structural motifs included glycourils,[6,7]

methanoantracenes,[8,9] and Kagan’s ether.[10]

In the past, others and we proposed molecular tweezers

based on oligo-Tr€oger’s base (TB) derivatives.[11,12] The Tr€oger’s

base motif provides a convenient scaffold that can be easily

modified by means of organic synthesis.[13–17]

Theoretical methods provide support to rationalize the syn-

thesis of such compounds.[5,18–21] Realistic modeling of the af-

finity of the tweezers to the target molecule is of general in-

terest, as similar weak intermolecular forces are found in

molecular recognition, self-assembly, supramolecular chemistry,

and general host–guest complexes.[22–24] Yet the binding pro-

cess is quite complex and difficult to model. The weak ligand-

tweezer forces, for example, include van der Waals (dispersion)

interactions that are not included in conventional density func-

tional theory (DFT) methods.[25,26] Fortunately, this seems to

be overcome in the latest DFT approaches. Previously, we

showed that also for the Tr€oger’s tweezers Grimme’s empirical

correction[25,27] DFT energies do significantly improve the accu-

racy of DFT predictions of formation energies and other prop-

erties of the complexes.[28]

In this study, we compare the performance of implicit

dielectric solvent models with molecular dynamics (MD) simu-

lations based on explicit solvent involvement. The dielectric

polarized continuum models (PCMs) used in quantum chemi-

cal (QC) methods respect the actual molecular shapes and pro-

vide reasonable estimates of solvation energies and changes

of spectroscopic properties under solvation.[29–32] Conversely,

the rigid dielectric environment is not always appropriate. For

example, special PCM adaptations are required for computa-

tion of excited electronic states.[33,34] Also for vibrational prop-

erties of polar groups making hydrogen bonds to the solvent

a limited performance of PCMs was observed.[35,36] Accounting

for the MD and the temperature effects is usually possible

only via single molecule partition function[37]; the gas phase

approximation, however, may not be accurate enough for solu-

tions. Finally, neither the solvent–solute dispersion interactions

nor the dynamic competition of the ligand or solvent binding

are by any means represented in PCM. Conversely, the PCM
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models represent a convenient approximation of the solvent

effects and molecular interaction in solution, as they allow to

involve the solute at a high approximation level.[30,38–40]

All-atomic MD provides more rigorous means to estimate

free (Gibbs) binding energies. MD simulations involve the sol-

vent at the same computational level as the solute. Further

environmental factors, such as temperature and pressure, can

be varied. In the past, for example, we achieved a more faith-

ful modeling of spectroscopic molecular properties by applica-

tion of MD averaging than by PCMs.[41,42] But MD simulations

are restricted by accuracy of the semiempirical force fields,

and the computations can be quite lengthy for sizable sys-

tems. Other issues connected to accurate reproduction of

binding energies by MD methods are reviewed in Ref. [43].

A principle problem is adequate sampling of the configura-

tion space, which can be unreasonably lengthy for sizable mole-

cules.[43,44] In this work, instead of analysis of an equilibrium sys-

tem, we use the weighted histogram analysis method

(WHAM)[44,45] that provides a more efficient and accurate deter-

mination of the binding energy. The method is a frequently used

example of the potential of mean force (PMF) path approaches

based on the umbrella sampling. The path approaches were

shown to be superior to so called endpoint methods where indi-

vidual energy contributions are estimated separately.[46] In this

study, the MM/PBSA[47] (molecular mechanics/Poisson-Boltzmann

surface area) endpoint method was also tested, and it provided

results very close to those obtained by the WHAM analysis.

Although the MD/WHAM simulations became quite lengthy

for the investigated molecules, the results convincingly indi-

cated that the MD simulations are in the case of pincer sys-

tems more realistic than the static QC/PCM computations. Still,

future improvement of the force field quality is desirable.

Methods

Experiment

The oligo-TBs A–E (Fig. 1) were prepared according the proce-
dure described elsewhere.[11,48,49] Association constants (K) for
complexes of TB with tetracyanobenzene (TCB) in chloroform
solutions were obtained by a 1H NMR titration[50] on the Var-

ian Gemini spectrometer operating at 300 MHz.[28] TCB is of-
ten used as a model ligand for tweezer testing because its
electrodeficient aromatic core stacks well with other aro-
mates.[8] From K, we calculated the complex formation ener-
gies at the temperature T ¼ 300 K as DG ¼ �RT ln (K), where
R is the gas constant.

Computations

Complexation energies for the reaction X þ TCB ! XTCB,
where X ¼ A-E, Figure 1, were calculated for fully optimized
structures and complexes as DE ¼ EXTCB � EX � ETCB. Program
Gaussian09[51] was used for the DFT/PCM computations. The
BPW91[52] and B3LYP[53] functionals were used without and
with the Grimme dispersion correction[25,27] (denoted as DFT-D
or by the –D appendix to the functional) and standard Pople-
style 6-31G, 6-31G**, 6-311G**, and 6-31þþG** basis sets as
implemented in Gaussian. The solvent was included as the
PCM correction for chloroform. The Gaussian09 default integral
equation formalism PCM parameters were used.[54] Within the
BPW91 functional, the COSMO[55,56] (conductor-like solvent
model) and SMD[57] (solvation models with solute electron
density) models were tried as well. For estimation of zero-
point energies, enthalpies, and Gibbs free energies, harmonic
vibrational frequencies were calculated at the same level as for
the optimization.

In addition, a newer reparameterized ‘‘DFT-D3’’ variant[58] of
the dispersion was estimated on single-point DFT-D geometries.
The Turbomole program[59] was used for further MP2[60] and
B3LYP[53] computations of equilibrium geometries and energies.
Within Turbomole, the COSMO[55,56] solvent model was used
instead of PCM. The impact of incomplete basis set was esti-
mated by performing the counterpoise correction (cp)[61] on the
complex geometries without further optimization.

Alternatively, the MOPAC2009 software[62] was used to esti-
mate the binding energies, comprising the PM6[63] semiempiri-
cal method, the COSMO[55] model, and the PM6-DH2X correc-
tion[64] for van der Waals forces, hydrogen bonding, halogen–
oxygen, and halogen–nitrogen interactions. For simplicity, we
refer to the COSMO implementation in MOPAC2009 also as
PCM, although the original COSMO theory forbade solvent
polarizability.[65] We involve the PM6-DH2X method because it
appeared recently[64] as an efficient tool for estimation of bind-
ing properties of weakly bond and biologically relevant com-
plexes, providing results of nearly ab initio quality.[66]

For the explicit solvent modeling, one-dimensional WHAM
procedure[44,45] was implemented in the Tinker[67] (our imple-
mentation). Alternatively, we used also an extension to the
Amber[68] program (cf. http://membrane.urmc.rochester.edu/
content/wham) to estimate binding free energies (DG) by the
WHAM protocol. In Tinker and Amber, the MM3[69] and
GAFF[70] (generalized Amber force field) force fields were used,
respectively. For the WHAM analysis, we used the Amber pro-
gram tools and our own scripts. The tweezer–TCB complex
was placed in a cubic periodic box of � 30 Å a side, and the
dynamics was run with 1 fs integration time step and NVT
thermodynamic ensemble, using temperature of 300 K. After
an equilibration, a harmonic barrier (1 kcal/mol/Å2) was
applied to the tweezer–TCB distance (d1, see Fig. 2 for defini-
tion), changed equidistantly within 6.9�11 Å (8.3�13.5 Å
for C) and four (five for C) histograms were collected in Amber,
each one for 100 ns MD run. In Tinker, which isFigure 1. Studied tweezer molecules (A–E) and the TCB ligand.
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computationally more demanding than Amber, 10 histograms
of 1 ns runs were collected, within 6�18 Å for all complexes.
This appeared sufficient for rough estimations of the MM3 and
GAFF differences. Otherwise, the same parameters were used
as for the Amber calculations.

Based on a 1 ns free dynamics run of the complex pre-
formed in Amber, the binding energy was alternatively eval-
uated using the MM/PBSA[47] method. One thousand MD snap-
shot geometries were averaged, and the entropic part was
calculated based on the normal mode analysis and CHCl3
implicit solvent model as built in Amber.

Results and Discussion

PCM computations

From the comparison of the binding energies calculated for

vacuum and chloroform represented by the PCM model in Ta-

ble 1, we see that the dielectric solvent has a dramatic effect

on complex stabilities for all the PM6, PM6-DH2X, and DFT

methods, mostly weakening the binding by �5–10 kcal/mol.

This can be to a large part explained by the quadrupole

moment of the TCB ligand partially stabilized in the weakly

polar chloroform environment.[8] The PM6 and PM6-DH2X

semiempirical methods provide similar changes under solva-

tion as the more advanced DFT (B3LYP-D/6-31G**) computa-

tion; the largest discrepancy occurs for compound E (e.g.,

DEPM6 ¼ 5.8 kcal/mol vs. DEDFT ¼ 11.5 kcal/mol). However,

although the solvent effects are similar for all the approaches,

the absolute binding energies provided by DFT are about four

times larger than those obtained by the empirical methods.

The DFT-D and DFT-D3 methods seem to provide very simi-

lar results. The DFT-D3 binding energies are on average by

�10% higher; this might be caused, however, by the single-

point geometry approximation. The differences in binding

energies if calculated in vacuum and with the solvated model

are very similar (DFT-D and DFT-D3 values differ less than 0.3

kcal/mol).

In Table 2, the electronic binding energies (DE), enthalpies
(DH), and free energies (DG) obtained with several QC levels

and the PCM, SMD, and COSMO (CHCl3) solvent models are

compared. For the energies, we see that although the PM6-

DH2X semiempirical approach on average provides values

(�0.5…�3.1 kcal/mol) reasonably close to the experimental

ones (�1.7…�5.1 kcal/mol), the relative stability ordering is

not so realistic as it does not correspond to the experimental

trends. For example, the largest PM6-DH2X binding energy

was predicted for the C complex, which was experimentally

Figure 2. Lowest energy structures of the tweezer–TCB complexes calculated at the B3LYP-D/PCM/6-31G** level, and definition of the ligand-tweezer dis-

tances (d1) and the tip dimension (d2, displayed for D only). [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Table 1. Binding energies (DE 5 EPCM 2 Evac, kcal/mol) of the

complexes in Figure 2 calculated in vacuum and chloroform.

Complex

PM6 PM6-DH2X DFT-D[a] DFT-D3[a]

Evac DE Evac DE Evac DE Evac DE

A �7.9 5.7 �7.3 6.2 �36.1 5.2 �40.1 5.3

B �7.9 5.4 �6.0 5.5 �37.5 5.4 �41.0 5.3

C �11.7 7.6 �10.8 7.7 �42.6 6.6 �46.2 6.4

D �8.8 6.2 �8.0 6.4 �41.6 5.6 �45.4 5.6

E �8.6 5.8 �7.8 6.0 �49.0 11.5 �51.9 11.2

[a] B3LYP-D/6-31G**.
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found much weaker than E. Conversely, the DFT-D methods

do provide the experimental ordering of stabilities, with the

BPW91 functional giving very similar results to B3LYP. The dis-

persion-uncorrected DFT binding energies (third column in Ta-

ble 2) are several times smaller if compared to the DFT-D val-

ues, which is consistent with previous results, for example,

tweezer nitrobenzene binding.[28] Significantly larger binding

energies are obtained for TCB than for nitrobenzene, in agree-

ment with the electrostatic concept[8] where the benzene ring

in TCB is more electron-deficient than that in nitrobenzene,

hence it is more attracted to the tweezer.

Despite the electrostatic attraction, the van der Waals disper-

sion forces are clearly dominant for the TCB–tweezer attraction,

and the dispersion correction lowers the binding energies by

�30 kcal/mol. Conversely, the basis set variation has no effect

on the relative energy ordering. Analogous basis set depend-

ence was observed in vacuum and within PCM; therefore, we

show the PCM results only. The smallest 6-31G basis is not

included as it provided similar binding energies as 6-31G**. The

6-31G** ! 6-31þþG** change documented in Table 2 has a

larger impact than 6-31G** ! 6-311G**, which suggests that

the diffuse functions (þþ) are more important then the r-elec-
trons for the intermolecular interaction and polarizabilities.

The effect of the basis set limitation can also be estimated

from the counterpoise (cp) corrected energies. For the 6-31G**

basis set, they are by about 4 and 10 kcal/mol smaller than

the corresponding B3LYP-D and MP2 uncorrected values,

respectively. For B3LYP-D, the relative ordering of C and D was

switched by cp. Although due to the interference with the

cavity used for the solvent model, the cp correction may not

be so well justified as for vacuum, it indicates energy errors

well comparable with the effect of the basis set changes (e.g.,

6-31G** ! 6-311G**). For our systems, the 6-31G** basis was

the largest one that allowed us to compute the energies and

vibrational properties of the complexes in a reasonable time

for all the indicated approximation levels.

The MP2 results (Table 2) virtually copy the B3LYP-D/6-

31G**/PCM values, as was also observed for similar systems in

the past.[18,27,28] The COSMO model (as implemented in Turbo-

mole, B3LYP-D) seems to provide almost the same binding

energies as PCM (Gaussian), within �1 kcal/mol. For the

BPW91-D level, the PCM and COSMO models are compared to

the SMD solvent approach. Using SMD leads to lowering of

the predicted binding energies, typically by �5 kcal/mol, in

favor to the experimental results. This suggests that the sol-

vent–solute dispersion interaction included in SMD[57] may be

important for the correct description of the binding, which is

further supported by the MD computations described below.

Within the QC/PCM approach, the temperature and vibra-

tional dynamics corrections account for the discrepancies in

the binding energy magnitudes only partially. The zero-point

Table 2. Binding electronic energies (DE), enthalpies (DH), and free energies (DG, all in kcal/mol) of the complexes (Fig. 2) calculated by several QC

methods in the chloroform solvent.[a]

[a] The colors are introduced for easier orientation in calculated and experimental energy ordering (green—weakest complex, red—strongest binding,

etc.). [Color table can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Table 3. Binding free energies (DG, in kcal/mol) calculated by MD/

WHAM with the GAFF and MM3 force fields, using the MM/PBSA model,

and experiment.

[a] TCB outside the cavity. [Color table can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]
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energies (not shown) and enthalpies (DH, Table 2) differ from the

energies by about 1–2 kcal/mol only. Conversely, the Gibbs free

energies (DG) dramatically deviate from the electronic energies or

enthalpies, being mostly smaller in absolute values by �50%, and

thus much closer to experiment. This suggests a large entropic

contribution to complex stabilities. Nevertheless, such QC free

energies are still rather large if compared to the observations.

Additionally, the QC estimation of the partition function based on

an isolated molecule model may not be quite adequate for our

system, and the continuum solvent models may miss important

interaction and dynamics components.

MD results

Indeed, the MD simulations provide the most faithful represen-

tation of the complexation experiments. The binding free ener-

gies calculated by WHAM (Table 3) are reasonably close to

experiment and approximately follow the experimental relative

stability ordering. The GAFF seems to provide better results

than the MM3 force field, the latter giving binding energies 2–

3� larger. Note, however, that the MD/WHAM procedure is by

an order computationally more demanding (�1.5 years were

needed for the results presented, if recalculated to a 2 GHz 64

bit processor) than the static DFT computations (�weeks–

months).

It is interesting that relatively large binding energies are

obtained for TCB bound to the tweezers outside the cavity;

for B, the out of cavity binding energy (�1.0 kcal/mol) is even

more favorable than in cavity binding (�0.4 kcal/mol). Mostly,

however, the cavity binding is preferred and provides a better

representation of the stability ordering if compared to experi-

ment. We do not consider the outside cavity binding to be

probable as other computations (DFT-D, not shown) predict

that the outside binding energy is less than 50% of the cavity

binding one, and no available experimental experience sug-

gests it. Therefore, the GAFF result for B can be most probably

explained by the inaccuracy of the MD force field.

The MM/PBSA energies (fifth column in Table 3) are consist-

ent with the MD/WHAM results and closer to those obtained

with the MM3 force field than for GAFF. The MM/PBSA proce-

dure with implicit solvent model for chloroform thus appears

as a computationally cheaper alternative to the more rigorous

WHAM methods. Previously, similar encouraging results by

MM/PBSA were obtained for biological models in aqueous

environment.[46,47,71]

The full PMF profiles obtained by the WHAM analysis with

the GAFF and MM3 force fields are plotted in Figure 3. Both

force fields provide similar shapes of the potential wells for all

the complexes, although MM3 yields a more uniform disper-

sion of the equilibrium distances than GAFF (�7.5–7.7 Å vs.

7.5–8.0 Å for A, B, D, and E). The MM3/Tinker binding energies

are also more uniform and larger than those obtained by

GAFF/Amber (cf. Table 3). This suggests that the MM3 force

field is not refined enough to discriminate between subtle

changes in the TB structures. For C, similar equilibrium dis-

tance (d1 �8.8 Å) is obtained by both methods. Conversely,

the MM3 binding potential wells are wider. From the energy

profiles in Figure 3, it is apparent that there is no activation

barrier for TCB to overcome while escaping the cavity.

The potential wells inside the cavity (Fig. 3) are mostly

deeper than those for the outside cavity binding (Fig. 4). Out-

side, the TCB–tweezer interaction is less specific than for the

cavity binding; all the A–C compounds provide rather similar

curves (Fig. 4). When the distance increases over �6 Å, an

attractive potential is not apparent any more, as corresponds

to the short-distance r�6 dispersion and electric quadrupole

interaction terms. A weak barrier at 6�7 Å calculated in this

direction (d3, Fig. 4) suggests that the ligand TCB needs to

Figure 4. Outside cavity binding, free energy profile obtained by the

GAFF/WHAM (10 histograms with 10 millions steps) dynamics with respect

to the distance d3.

Figure 3. Free energy profiles for the tweezer–TCB complexes obtained by

the weighted histogram analysis method from the Amber (top, GAFF force

field) and Tinker (bottom, MM3 force field) dynamics.
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overcome a solvation shell or and electrostatic force to realize

the binding.

It should be noted that the accuracy in the binding ener-

gies may be affected by the limited box size; however, this

uncertainty is smaller than the differences between the stud-

ied compounds. To test other numerical errors, we per-

formed several WHAM computations with 10, 30, 50, 90, and

100 millions of MD steps. As documented for the E complex

in Figure 5 with the PMF potentials. The default 100 million

steps appear as a reasonably converged limit. Thus, the force

field inaccuracy is probably the most limiting factor in

the MD simulations. Indeed, the MM3/GAFF differences in

Table 3, for example, are much larger than the numerical

variations.

Geometry parameters

In Table 4, the d1 and d2 characteristic distances (Fig. 1) are

listed as calculated by the DFT-D and MD/GAFF approaches.

For comparable molecules (A, B, D, and E) the d2 molecular

tip distances are quite similar, but DFT-D provides smaller val-

ues (6.4–6.9 Å) than MD (7.6–8.9 Å). The dynamically averaged

tweezers are more opened. The dimensions do not exhibit any

correlation with the complex stability. For MD, this can be

understood from the large standard deviations (<Dd2> ¼
0.4�1.4 Å, Table 4) allowing the ligand to enter and leave the

cavity comfortably.

Similarly, minor differences are apparent for the TCB–

tweezer distances d1. Note that for consistency with the

WHAM calculations, the distance is defined as between the

TCB most distant hydrogen and the center of the tweezer

benzene ring (Fig. 2). The smaller d1 distances for D and E, as

Figure 5. Convergence of the PMF WHAM/GAFF potential, for the E com-

plex; millions of MD steps are indicated. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]

Figure 6. (Left) selected d1 and d2 distances for compound A within the Amber/GAFF 2 ns dynamics, and (right) the resultant probability distributions.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Table 4. The complex and tweezer d1 and d2 distances (in Å, see Fig. 2)

calculated by the DFT-D and MD WHAM methods.

Compound

A B C D E

B3LYP-D/6-31G**/PCM(CHCl3)

d1 7.9 7.5 9.0 7.4 7.3

d2 6.7 6.4 4.6 6.9 6.9

GAFF

d1 7.9 7.8 9.3 7.7 7.6

d2 8.3 8.9 5.7 8.3 7.6

<Dd1>
[a] 0.4 0.4 0.2 0.4 0.3

<Dd2>
[a] 1.1 1.3 0.4 1.4 0.7

[a] Standard deviations from a 2 ns MD run.
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opposed to A and B, inversely correlate with the stability of

the complexes. In the ‘‘bis’’ compounds (with respect to the

number of the Tr€oger’s units, A, B, D, and E), the deviation

Dd1 is smaller than in the ‘‘tris’’ complex C, which is closed

more. The capping in C thus significantly restricts the ligand,

but this is apparently not accompanied by increased complex

stability (cf. Tables 2 and 3).

The dynamical behavior is documented in more detail in

Figure 6, where the probability distributions of the d1 and d2
dimensions are plotted as obtained from a restrain-free

Amber/GAFF 2 ns dynamics. The computationally most

strongly binding bis compound E exhibits the narrowest d1-

distribution, whereas a weak, but not the weakest, binder A

provides the broadest distribution. The molecular flexibility

and consequent entropic contribution thus appears as a signif-

icant factor in the complex stability. The stochastic character

of the temporal dependence of d1 and d2 is documented on

the left hand side of Figure 6 for complex A. Occasional

tweezer opening (d2) or TCB depart (d1) suggests a good

equilibration and a strong interaction with the solvent. How-

ever, a close look reveals longer time (�0.5 ns/period) oscilla-

tion, most probably stemming from the structural rearrange-

ments of the solvation shell, which makes the simulations very

time-consuming.

Conclusions

To estimate applicability of various theoretical approaches for

rational design of tweezer molecules of specific binding prop-

erties, we investigated the complexation of five typical com-

pounds with the TCB ligand. Experimentally, the binding con-

stants and the free binding energies were determined by NMR

titration. The energies were also reproduced by computations

using the static QC-PCM/COSMO models, molecular dynamic

simulations coupled with the PMF/WHAM analysis, and the

MM/PBSA method.

From the several QC approaches used, the B3LYP functional

if corrected for the dispersion interactions provided the most

realistic relative complex stabilities, although the binding ener-

gies were significantly overestimated. The overestimation

could be only partially removed by calculating of the free

energies (DG) based on the one-molecule model. The PM6 and

PM6-DH2X semiempirical methods provided lower and more

realistic magnitudes of binding energies than DFT, in favor to

experiment, but failed to reproduce the experimental energy

ordering.

The MD simulations thus appear as a more realistic

approach. The MD-PMF/WHAM complexation energies were

closer to experiment than for DFT, and the most important

trends in complex stability were retained. However, occasion-

ally, the MD relative stability ordering was switched, if com-

pared to DFT and experiment. The GAFF force field imple-

mented in Amber provided better results in shorter

computational time than the MM3 approximation in the Tinker

program.

The results document that the precision of the theoretical

methods starts to be sufficient for practical prediction of reac-

tivities and stabilities of such relatively complicated molecular

systems.
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Bouř, J. Comput. Chem. 2012, 33, 2310–2317. DOI: 10.1002/

jcc.23063

[1] J. L. Atwood, J. W. Steed, Supramolecular Chemistry; Wiley: Weinheim,

2000.

[2] C. W. Chen, H. W. Whitlock, J. Am. Chem. Soc. 1978, 100, 4921.

[3] S. C. Zimmerman, Top. Curr. Chem. 1993, 165, 71.

[4] M. Hardouin-Lerouge, P. Hudhomme, M. Salle, Chem. Soc. Rev. 2011,

40, 30.

[5] Y. Chang, Y. Chen, C. Chen, Y. Wen, J. Lin, H. Chen, M. Kuo, I. Chao, J.

Org. Chem. 2008, 73, 4608.

[6] J. W. H. Smeets, R. P. Sijbesma, F. G. M. Niele, A. L. Spek, W. J. J.

Smeets, R. J. M. Nolte, J. Am. Chem. Soc. 1987, 109, 928.

[7] A. E. Rowan, J. A. A. W. Elemans, R. J. M. Nolte, Acc. Chem. Res. 1999,

32, 995.

[8] F. G. Kl€arner, B. Kahlert, A. Nellesen, J. Zienau, C. Ochsenfeld, T.

Schrader, J. Am. Chem. Soc. 2006, 128, 4831.

[9] P. Talbiersky, F. Bastkowski, F. G. Kl€arner, T. Schrader, J. Am. Chem. Soc.

2008, 130, 9824.

[10] M. Harmata, Acc. Chem. Res. 2004, 37, 862.
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