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ABSTRACT: The Raman optical activity (ROA) spectroscopic technique has been applied in the past to many biologically
relevant systems including peptides, proteins, sugars, and even viruses. However, theoretical interpretation of the spectra relies on
lengthy quantum-chemical computations, which are difficult to extend to larger molecules. In the present study, ROA and Raman
spectra of insulin under a range of various conditions were measured and interpreted with the aid of the Cartesian-coordinate
tensor transfer (CCT) method. The CCT methodology yielded spectra of insulin monomer and dimer of nearly ab initio quality,
while at the same time reproducing the experimental data very well. The link between the spectra and the protein structure could
thus be studied in detail. Spectral contributions from the peptide backbone and the amino acid side chains were calculated.
Likewise, specific intensity features originating from the α-helical, coil, β-sheet, and 310-helical parts of the protein could be
deciphered. The assignment of the Raman and ROA bands to intrinsic molecular coordinates as based on the harmonic force
field calculation revealed their origin and degree of locality. Alternatively, the relation of the structural flexibility of insulin to the
inhomogeneous broadening of spectral bands was studied by a combination of CCT and molecular dynamics (MD). The present
study confirms the sensitivity of the ROA technique to some subtle static and dynamic changes in molecular geometry, and many
previous ad hoc or semiempirical spectral-structure assignments could be verified. On the other hand, a limitation in longer-range
tertiary structure sensitivity was revealed. Unlike for smaller molecules with approximately equal contributions of the electric
dipole (α), quadrupole (A), and magnetic dipole (G′) polarizabilities, only the electric dipolar polarization (α) interactions seem
to dominate in the protein ROA signal. The simulations concern the largest molecule for which such spectra were interpreted by
a priori procedures and significantly enhance protein folding studies undertaken by this technique.

A direct structural characterization of a protein in its natural
aqueous environment is important for elucidation of its bio-

logical function and determination of its stability under environ-
mental changes. Likewise, the interactions with other proteins
or substrates, conformational flexibility, balance, and changes in
secondary and higher-order structures, and the solvation
pattern are of utmost interest in biochemistry. For insulin, for
example, understanding the structure and dynamics is critical
for its use in medicine.1 This is still a challenging task, com-
plicated by flexible parts of proteins without canonical
structure.2 The Raman optical activity (ROA) spectroscopy3

has been increasingly used in the protein studies in the past
decade, as it can directly provide, at least in principle, detailed
information about the structure in solutions. Proteins do not
have to be crystallized as in X-ray diffraction studies. Owing to
the fast optical response the ROA spectra are always algebraic
sums of conformer signals, unlike in NMR spectroscopy.

ROA detects a small difference in Raman scattered intensities
corresponding to right or left circularly polarized light.3,4 It can
thus provide both the absolute configuration of a chiral mole-
cule5 and finer structural properties.6 For example, in model
peptides in solution, we demonstrated that conformational
sensitivity of the ROA is fully comparable to NMR spectros-
copy.7 In some cases, ROA can capture conformers that cannot
be resolved by other techniques.6a,8

In protein studies, ROA spectroscopy has been applied both
to natural and modified amino acid sequences.6a,9 ROA bands
corresponding to protein parts of specific secondary structure
have been identified and assigned in an empirical way, usually
based on model peptides and a comparison to their crystal
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structure. The unknown relation between the solution and
crystal geometries makes this procedure problematic. Many assign-
ments are thus only tentative. For instance, a negative ROA
band at extended amide III region is exhibited by many
secondary structures; a positive ROA band around 1310 cm−1

was assigned to the α-helix but without any knowledge about its
dependence on the geometry or position in the peptide. Low-
frequency ROA bands below 800 cm−1 were never assigned.
Yet they often originate in large-scale delocalized vibrational
modes and can be sensitive to the higher-order folding of protein
chains.
It was thus soon recognized that quantum mechanical

simulation of the spectra provide a more universal way to inter-
pret the experiment.10 Owing to the fast analytical
implementations, it is nowadays possible to reliably calculate
ROA spectra of small and medium molecules routinely within a
reasonable time.5a,11 However, for bigger, hydrated, or flexible
molecules the calculations quickly become very costly in terms
of required time and computer resources. The biggest systems
subjected to quantum mechanical calculations of ROA so far
included helical decaalanine,6f valinomycin (12 amino acids),6a,8b

and a β domain of metallothionein (31 amino acids, vacuum
calculation only).12 The insulin molecule with 51 amino acids
in one monomer unit thus represents a new challenge because
of the steep dependence of computational time on the number
of atoms.
To enhance the computations we use the Cartesian

coordinate tensor transfer (CCT)13 as a very flexible technique
enabling ROA and other vibrational property calculations for
very big molecules. It utilizes locality of vibrational properties,
significantly reduces the computational time, and provides
nearly the same accuracy as an exact calculation. The original
big molecule is divided into smaller fragments, and their
property tensors (force field, Raman and ROA polarizabilities,
etc.) are calculated at a higher level of approximations and then
transferred back to the original molecule, atom by atom. In our
implementation13,14 the corresponding atoms are chosen
manually. Lately, an automatic procedure has been presented
in a separate program.15 In both cases, the assignment is based on
the covalent bonding pattern and chemical similarity of atoms.

The CCT method provided, for example, vibrational circular
dichroism (VCD)16 or ROA6a,b,8,17 spectra of large molecules.
ROA modeling of flexible molecules can also be enhanced by
CCT when a large number of conformers needs to be
averaged.6a,8 In some cases a larger error of transferred ROA
tensors was reported than for Raman.8b,15,18 However, some
problems were caused by an error in computer implementation,
and for a suitably chosen fragmentation scheme the residual
error can be reduced to negligible levels.18

Bovine insulin was chosen as an example of hormone protein
playing a crucial role in the regulation of mammalian meta-
bolism. It is the most effective and durable drug in the
treatment of diabetes19 and is associated with some classes of
obesity.20 It contains 51 amino acids and about 800 atoms in its
monomer state, depending on protonation. The dimer was also
simulated in this work. As it is apparent from an X-ray structure
of a dimer of bovine insulin shown in Figure 1 (PDB code
2A3G21) each monomer unit contains two helices and one
strand in chain A and one helix and two strands in chain B. In
total α-helix and 310-helix account for about 47% and 13% of
the secondary structure, respectively.
The structure of insulin in solution has been studied as well,

but a consensus on the detailed geometry was achieved neither
for the native22 nor the non-native states.23 Previously reported
ROA spectra of native insulin24exhibited a typical amide I (CO
stretching) ROA band, believed to be specific to α-helical
proteins. A renewed interest in ROA of insulin is also due to
the discovery that the technique can monitor structural changes
under an amyloidal fibril formation, including intermediate
denaturation states.24c Amyloid deposits are found, for example,
in the pancreatic islets of patients with type 2 diabetes
mellitus.25 In the present study we chose the native insulin form
with the most distinct spectral features, in order to rationalize
the interpretation of the ROA spectra, to investigate their rela-
tion to the structure, and to obtain an insight into the molecular
flexibility and vibrational properties. To the best of our knowledge
the precise vibrational optical activity simulation of such a system
has not been reported yet.

Figure 1. X-ray crystal structure of insulin dimer (PDB 2A3G21) and the monomer amino acid sequence with three disulfidic bridges (yellow).26
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■ METHODS

Spectral Measurement. Bovine pancreas insulin was
obtained from Sigma-Aldrich and dissolved in HCl aqueous
(Milli-Q water) solution to the final concentration of 86 mg/mL.
Backscattered Raman and ROA spectra were collected with
ChiralRAMAN-2X (Biotools) operating with laser excitation at
532 nm and spectral resolution of 7 cm−1. An additional edge-
filter (Semrock) made it possible to lower the frequency cutoff
to ∼90 cm−1 with respect to the excitation frequency. Laser
power at the laser head was 800 mW; sample cell volume was
35 μL. Typically, the spectra were collected for 12 h. Third-
order nine-point Savitzky-Golay smoothing was applied to raw
ROA spectra, and the solvent background was subtracted from
the Raman spectra (Figure S1). The experimental intensities
are given in the number of electrons detected by the CCD
camera.
ROA and Raman Spectra Calculations. The starting

geometry of insulin monomer was extracted from the X-ray
geometry21 of bovine insulin (Figure 1, structural analysis and
assignment of secondary structure in the X-ray geometry was
performed with the aid of the STRIDE program27). The zinc
ion was removed, and both terminal residues (NH3

+, COOH)
and His, Glu, Arg, and Lys side chains were protonated to
mimic the experimental acidic pH. From this structure, smaller
fragments containing four amino acid residues were generated
along the entire peptide backbone. Two residues in each
fragment were overlapped with the neighboring fragments to
comprise the most important vibrational interactions within the
main chain. Additional fragments were also created to consider
hydrogen bonds and the strongest van der Waals interactions of
side chains. In total, 49 fragments were produced, as specified
in detail in Figures S2 and S3.
For analogous spectral simulations of an insulin dimer, an

additional fragment was created for the contact region. To com-
pensate for slight differences in the crystal geometries of the
monomeric parts, the dimer geometry was obtained by rotating
the monomer A1 and B1 chains around the C2 symmetry axis.
The fragments were partially optimized in the normal mode

coordinates by fixing the modes between i300 (imaginary) and
300 cm−1.28 This procedure enabled to relax high-frequency
vibrational modes visible in the spectra and conserve the X-ray
geometry, presumably close to the solvent structure. The
B3PW9129/6-31++G** level was used in vacuum or with the
CPCM30 model of the aqueous environment. The optimization
was performed with the Qgrad program,31 and all ab initio
computations were performed with Gaussian 09.32 Harmonic
force field (FF) and derivatives of the electric dipole-electric
dipole polarizability (α) were calculated for the fragments at
the same level as the geometry. The B3PW91 provided in the
past excellent ROA spectral profiles for valinomycin.6a Local
parts of the G′ and A tensor derivatives needed for ROA3 were
calculated at the HF/rDP level. The rDP basis set was
specifically optimized to provide good ROA spectra,11c and the
combination of computational levels reduced the computa-
tional time. From the fragments, all tensors (FF, α, G′, and A)
were transferred back to the whole insulin by CCT.13,14

Backscattered Raman and ROA spectra were generated with
Lorentzian peaks with full width of half-maximum (fwhm) of
10 cm−1 and the Boltzmann temperature correction for 298 K.
Molecular Dynamics (MD) Simulations. To investigate

small-scale structural deviations caused by the temperature
motion and their effects on the spectra, a short MD run within

the TINKER33 program environment was performed. Accord-
ing to the PDB X-ray structure specified above, insulin
monomer geometry was rebuilt by the PROTEIN module of
TINKER, by setting the principal torsion angles to the X-ray
values, so that the Amber99 force field could be assigned to all
atoms.34 An intermediate energy minimization was performed,
and the geometry was then placed in a cubic box (35.5 Å a side)
of water molecules, yielding an insulin monomer surrounded by
1172 water molecules. After another minimization, production
MD was run for 10 ns, within the periodic boundary conditions,
NpT ensemble at 300 K and 1 atm, Beeman propagation, and
1 fs integration step. 10000 geometry snapshots were saved in
1 ps intervals and analyzed. For each geometry, molecular property
tensors were obtained by CCT from the whole X-ray structure
described in the previous section. As for the X-ray geometry,
the Raman and ROA spectra were generated and averaged over
the snapshot geometries.

Analysis of the Insulin Vibrational Motion. Potential
energy distribution (PED) within the harmonic approxima-
tion enables a convenient assignment of molecular vibrational
motions to local coordinates.35 It was not feasible to manually
define a nonredundant set of coordinates for the whole mole-
cule (2343 or 4692 coordinates for monomer or dimer,
respectively). Instead, a computer program was used for the
monomer, in order to automatically define a redundant set of
4295 internal coordinates comprising all distances (stretch-
ings), bond (bendings), and torsion angles based on the
covalent bond pattern. The internal coordinate displacements
ΔI are proportional to the Cartesian displacements ΔX, which
can be expressed as ΔI = B ΔX. By bold letter we denote
vectors and matrices. The normal mode vibrational coordinates
Q were obtained by the usual procedure.35,36 They are related
to the displacements as ΔX = S Q. Then contribution of each
coordinate i to the vibrational potential energy of mode m can
be approximately estimated as vi,m′ = (∑λ=1

3NatSi,λBm,λ)
2 or as a

dimensionless quantity vi,m = vi,m′/∑i=1
M vi,m′, where Nat is the

number of atoms and M = 4295 is the number of internal
coordinates. The X-ray geometry with transferred FF was used
for this analysis.
The MD results were also analyzed, to provide information

on larger-scale lower-frequency motions. Based on N = 10000
snapshots, we calculated for each residue a root-mean-square
deviation δi = (∑n=1

N vn,i/(NLi))
1/2 from an average geometry

rave, where vi = ∑λ=1
Li (rn,λ − rave,λ)

2 where λ runs over Li atomic
coordinates in the residue i, and n is the snapshot index.
To gain an insight into molecular interactions, two-residue
correlation coefficients were also calculated as cci,j = (∑n=1

N vn,ivn,j)/
((∑n=1

N vn,i
2 )(∑n=1

N vn,j
2 ))1/2.

■ RESULTS AND DISCUSSION
Experimental Spectra. Experimental ROA and Raman

spectra of insulin in HCl aqueous solution (pH < 1) are shown
in Figure 2, upper traces in the two panels. They are very
similar to previous measurements conducted for pH 2.5−3.124c
and pH 1.6.24a,b However, a better signal-to-noise ratio and a
wider spectral range up to ∼80 cm−1 were achieved in this
study. The range widening enabled to capture the positive ROA
band at ∼180 cm−1 already indicated in a recent study,24c and a
new ROA signal, the negative 131 and 91 cm−1 bands.
The stability of insulin in the wide range of pH is spectacular;

its spectra in 20% acetic acid (Figure S4) and in 0.1 M HCl at
pH 3 (not shown) are quite similar to those in Figure 2.
According to literature insulin forms a monomer in 20% acetic
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acid, dimer at pH 1.6 (HCl), and a tetramer at pH 3.0 (HCl) at
concentration up to 2 mg/mL.23a,37 Even at concentrations
needed for ROA experiments (100 mg/mL, pH 1.6 in HCl),
the dimeric form was determined as prevalent.24b Although we
may thus suppose that we measured it as dimer in HCl (pH < 1)
and monomer in the acetic acid, the difference in the asso-
ciation state was not reflected in the ROA or Raman spectral
shapes within the experimental error.
Previously, some ROA bands of insulin were assigned to

certain structural features on empirical grounds. These include
the ± amide I couplet around 1650 cm−1, typical for α-helical
proteins;24b in our experiment, the magnitude of the positive
lobe (1669 cm−1) is significantly larger than that of the negative
one (1640 cm−1). The ROA peaks in the extended amide III
region between 1340 and 1200 cm−1 were also recognized to
contain the αC−H and N−H deformations and the αC−H
stretching and to be sensitive to the secondary structure of
proteins. The positive peak at 1313 cm−1 has been assigned to
α-helices in hydrophobic environment,24b,38 and the negative
peak at 1250 cm−1 was suggested to characterize the antiparallel
β-sheet of the C-terminus of the chain B of insulin dimer.24b

Vacuum and CPCM Simulations of the Spectra. The
main experimental features in the Raman and ROA spectra are
reproduced by both vacuum and PCM computations, including
the ROA sign pattern (Figure 2, upper two traces in each panel).
However, the CPCM correction clearly provides a better

agreement in spectral shapes, relative intensities, and fre-
quencies within the entire spectral region. For example, the
amide I Raman band calculated to be placed at 1792 cm−1 in
vacuum shifts to 1732 cm−1 upon the CPCM correction, much
closer to the experimental value of 1662 cm−1. The remaining
error can be explained by explicit hydrogen bonding and
anharmonic effects.39 The calculated negatively biased amide I
ROA couplet becomes more positive in CPCM, although the
positive bias in experiment is larger. This can perhaps be
explained by hydrogen bonding of the carboxyl groups,
incompletely represented by the CPCM solvent model.39c,40

The results are in agreement with previous findings for peptides
and proteins where the Raman and ROA signals are dominated
by nonpolar molecular parts, reasonably well simulated in vacuum.
For example, for metallothionein protein, a vacuum computa-
tion also yielded the main ROA experimental features.12 Simi-
larly, in the case of valinomycin potassium complex and its
ROA mostly stemming from the isopropyl residues, a negligible
effect of the solvent was found.8b

As also observed in a model hexapeptide with aromatic
residues,6b the ring vibrations of tyrosine at ∼1616, ∼1050,
∼750 cm−1, and histidine at ∼1550 cm−1 yield very strong
Raman signals, perhaps overestimated in the computations
when compared to an average intensity; this may be attributed
to insufficient accuracy of the DFT method and the harmonic
approximation for the aromatic systems.41 In spite of internal
achirality of the aromatic chromophores, they can also
significantly contribute to ROA via through-space polarization
and chiral covalent links.6e

At lower wavenumbers, the vacuum and CPCM frequencies
are closer to each other. However, smaller shifts and a high
density of vibrational transitions still bring about significant
changes in the spectral shapes under theoretical hydration, e.g.
the intensity loss of the 1405 cm−1 Raman band, or the more
distinct ROA pattern within the 1400−900 cm−1 range. Around
1300 cm−1 (predominantly CH bending) the calculated CPCM
frequencies are still higher by ∼20 cm−1 than in the experiment,
most likely due to some anharmonicity of the force field.42

Below 900 cm−1, the solvent typically weakens the relative ROA
signal.
Below 350 cm−1, the Raman intensity is almost featureless,

and its magnitude in the experiment may be affected by the in-
complete subtraction of water or cell-window signal. Nevertheless,
the computations reproduce the general trend fairly well,
including the sharp intensity increase below 190 cm−1. Rather
surprisingly, this region contains a rich ROA spectrum, e.g. the
−/+/+ broad bands at 280/225/175 cm−1 and a sharp negative
band at 91 cm−1. These can be interpreted by the CPCM
computation although the arbitrary bandwidth of 10 cm−1

seems too narrow for this region. The vacuum computation
is less accurate, but it still provides the basic spectral pattern.
Typically, methyl torsion, amide out-of-plane motions, and
delocalized vibrations contribute to these spectral bands.
The potential energy distribution of insulin’s internal

coordinates as calculated for the CPCM model is exemplified
in Figure 3. Most vibrations contain many coordinates/molecular
groups, but some characteristic vibrations can be localized
within the entire range of measured frequencies, such as single-
and double-bond CO stretching (∼1130 and 1750 cm−1) and
OH bending (1150 cm−1). In particular, the disulfidic cystine
link has many distinct frequencies (CS stretch at ∼700 cm−1,
CSS bending at 300 cm−1, and SS torsion below 200 cm−1)
although their spectral intensity may be overlapped by other

Figure 2. ROA (top) and Raman (bottom) spectra of monomer
insulin calculated (B3PW91/6-31++G**//HF/rDP) in vacuo and
with the CPCM water model, and experimental data (86 mg/mL in
0.5 M HCl). Note the intensity scale change in the calculated spectra
below 350 cm−1.
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protein parts. In spite of the delocalized character of many
normal mode vibrations the localized coordinates thus provide
a good basis to analyze the relation of the ROA spectrum to the
secondary structural features. Note that other analyses based on
the ROA normal mode intensity,43 localized vibrations,44 or
group ROA contributions45 have also been proposed.
Based on the spectral agreement we can conclude that the

insulin crystal structure is by and large maintained in solution.
The occasional smoothing and/or broadening of the experi-
mental ROA bands if compared to the one-conformer com-
putations is explicable by a higher flexibility of insulin in solution.6d

The Magnitude and Basis Set Dependence of Intrinsic
ROA Component. The ROA signal can be approximately
thought of as a sum of dipolar interactions between chirally
oriented groups dependent on the electric polarizability α and
irreducible components requiring derivatives of the optical
activity tensors G′ and A.3 Note that in a common origin G′
and A also contain an α-contribution. For small molecules
either component (α and G′/A) needs to be included for the
spectra simulation to be accurate. For larger systems, several
studies indicated that the irreducible component can sometimes
be neglected.10b,46 This is also true for insulin. As shown in
Figure 4 the polar (α) component is quite dominant and within

the polarization model47 provides a spectral shape which is very
close to that obtained while including the irreducible G′ and A
parts. We explain this by the higher sensitivity of the G′/A part
to the geometry variations than to the longer-distance dipolar

Figure 3. Calculated (B3PW91/CCT/6-31++G**/CPCM) potential energy distribution (PED, top left) of internal insulin coordinates and relative
PEDs for the selected stretching, bending, and torsion coordinates for vibrations within 1900−100 cm−1.

Figure 4. ROA spectra of monomer insulin with the local parts of the
G′ and A intensity tensors calculated at the HF/rDP (black line) and
HF/3-21G (red) levels. In the polarization model based on the
polarizability α (blue line), these tensors are omitted. The differences
against the HF/rDP result are magnified at the bottom, FF and the α
tensor were calculated using B3PW91/6-31++G**/CPCM(water),
intensity below 350 cm−1 was reduced by a factor of 2.
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interactions and subsequent averaging of the G′/A contribution
over the many amino acid residues.
The relative independence of the irreducible ROA signal (cf.

lower part of Figure 4) on the basis set represents yet another
surprising aspect. In general, ROA intensities are much more
sensitive to the basis set variations than are the Raman
ones.10b,11a,48 However, such sensitivity involves a variation of
the force field and the α-polarizability component. The varia-
tion under the rDP and HF/3-21G basis set change is rather
modest for most ROA bands although very significant
differences can be observed under 200 cm−1.
The results indicate that the polarization model is suitable for

the calculation of ROA in big molecules, as proposed earlier in
other studies of peptidic systems.17,47,49 This model reduces the
computational cost of evaluating the G′ and A tensor deri-
vatives. Nevertheless, in practice this convenience is relatively
minor (although still notable for insulin) given the much higher
computational cost of calculating the force field. Likewise, the
fast and analytical techniques implemented at the DFT level
allow for cost-efficient computations of all the intensity
tensors.10b,11a−d,f

Effect of Dimerization on the Spectra. In principle,
ROA and Raman spectra reflect the dimerization in many ways,
as local changes of polarizability tensors, mutual polarization of
molecular parts, and coupling of vibrational motions.8b,18,45b

In the dimer, an antiparallel β-sheet structure between the
B-chains connects the two units. In the simulated spectra of
insulin in Figure 5, however, the effects are quite minor, especi-
ally above 200 cm−1. This is, nevertheless, consistent with the
observation that the two solvent environments (pH < 1 HCl,
and 20% acetic acid) favoring dimer and monomer provide
nearly the same spectra. Clearly, the signal from the contact
atoms is too small and overlapped with other transitions, which
was verified by simulation of the ROA spectrum of the linking
part only (not shown).
A more detailed inspection of Figure 5 showing the

calculated spectra does reveal some small but distinct changes
caused by the dimerization. In the dimer, amide I ROA couplet
(∼1735 cm−1) becomes more negative, and the +/− couplet at
∼950 cm−1 gets weaker compared to the monomer.
Previously, the negative peak at 1250 cm−1 in experimental
ROA spectrum was assigned to the antiparallel β-sheet of

the C-terminus of the chain B in insulin dimer.24b Our
simulation does not support this theory, as the band is
developed already in the monomer. ROA peaks below
200 cm−1 seem to be more sensitive to the dimerization, but
these are difficult to analyze. Similar relative insensitivity to
the mutual peptide chain interactions can also be observed
for the summary signal of chains A and B in monomer
(Figure S5). The changes in the Raman spectra (Figure 5,
bottom) are tiny as well, e.g. slight intensity redistribution
in the CH bending 1200−1400 cm−1 region.

Contribution of the Main and Side Chains to the ROA
and Raman Spectra. Within the monomer model, approx-
imate contributions of the amide, αCH, αCHβCH, and more
distant side chain groups were obtained by deleting the
relevant atomic derivatives of tensors α, G′, and A. The dif-
ference spectra, Itotal - Ideleted, with the B3PW91/6-311+
+G**/CPCM(water) FF provided spectra shown in Figure 6.
They reveal how the amino acid parts contribute to the
intensities. For example, ROA and Raman amide I bands at
∼1700 cm−1 indeed originate predominantly from the amide
groups, with a small contribution from side chain carbonyls.
Note that the local chiral centers αCH do not contribute
to this ROA band. Thus, similar to the vibrational circular
dichroism,50 amide I ROA signal reflects mostly the secondary
structure of the protein.
These data suggest that the amide I ROA signal was gen-

erated by a chiral arrangement of amide groups in the secondary
or higher peptide structures, rather than by a local chirality of the
amino acid, in turn explaining the sensitivity of this ROA band to
the secondary structures of proteins in general.
The ROA pattern in the frequency region of 1500−800 cm−1

mostly originates from both the αCHβCHn moiety (with the
dominance of αCH) and the amide groups. This is consistent
with some previous works where these bands were found to be
sensitive to the rotation of the αC−βC bond, that is to the
conformation of peptide side chains.6b,8b The coupling between
the side and main chain groups, and perhaps also the contri-
bution of the more distant side chain parts (Figure 6), make the
ROA bands quite complex but at the same time sensitive to the
higher-order structures as encountered in some experiments.24b

Unlike for ROA, distant side chains contribute more than the

Figure 5. Comparison of the calculated (B3PW91/6-31++G**/CPCM(water)/HF/rDP) normalized insulin monomer and dimer ROA (IR - IL)
and Raman (IR + IL) spectra. The intensity scale changes at 350 cm

−1. The additional contact region fragment (between the monomer units) used in
the CCT calculation is displayed to the right.
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backbone to the Raman intensities, because they often contain
bulky and polarizable but not chiral residues.
ROA bands between ∼800 and ∼400 cm−1 are relatively

weak and originate in all protein parts, whereas the Raman
spectrum in this region is still strong, dominated by the side
chains. Below 400 cm−1, the contributions of the side chains
to ROA are very large, via participations of the CC and CN
torsion (Figure 3) on the vibrations. These bands should
thus be more sensitive to the tertiary structure of the protein,
which is consistent with the dimerization example shown in
Figure 5.
Relation between the Spectra and Protein Secondary

Structure. Similarly as for the backbone and side chain parts
(Figure 6) we decomposed the spectra of monomer insulin into
selected amino acid sequences in chains A and B according to
their secondary structure in the main structural units27 (Figure 7).
Corresponding Raman spectra can be seen in Figure S6,
alternate decomposition to the helical and coil/strand parts
only in Figure S7. A comparison of the ROA spectra of chains
A and B revealed that the strongest positive ROA band at 1339
cm−1 (1313 cm−1 in experiment) chiefly originates from chain
A. This is somewhat surprising because both chains contain a
high portion of α- or 310-helical structure. However, in chain B,
only a weak signal is predicted in this region, as the positive
peak of the 310-helical B20−22 residues at ∼1330 cm−1 is
compensated by a negative peak of the α-helical B9−19
residues at ∼1318 cm−1. Currently we cannot indentify any
particular differences in the α-helical geometries of the A and B
strands that would be directly linked to the different spectral
behavior. In addition to the empirical assignment of this band
to α-helix24b our results show that this ROA band mainly comes
from the chain A and that the 310-helical structure also significantly
contributes to it. The decomposition (Figure 7) shows that helical
parts significantly contribute to the amide I ROA band, which is
consistent with the previous empirical assignment.24b However,

the coil and strand parts in total contribute to about 20% of the
intensity in this region (Figure S7).
The sharp positive peak at 1302 cm−1 in the calculated

ROA spectrum of chain B (Figure 7) corresponds to the
experimentally observed shoulder peak at 1279 cm−1. Only the
coil and strand residues (B1−8, 23−30) exhibit this positive
sharp feature which can be assigned to δ (CαH), δ (CβH), and
in-plane amide vibrations. The 1305 cm−1 ROA peak of B1−8
originates from the head of chain B (Phe1, Val2, Asn3), while
the B23−30 peak at 1302 cm−1 originates from its tail (Phe24,
Phe25, Tyr26). In a previous study of insulin amyloid fibrils24c

a similar sharp positive ROA peak was detected at 1271 cm−1

and assigned to a β-turn structure. It is close to the shoulder
peak at 1279 cm−1 of the native insulin and possibly marks the
strand formation in the fibrils.
The negative ROA band at 1268 cm−1 in the calculated ROA

spectrum is present in all insulin parts (Figure 7), although
its central frequency in the coils and strands (1235 cm−1) is
lower than in the helices (1269 cm−1). Another strong positive
ROA peak (at ∼1150 cm−1 in calculation, 1128 cm−1 experi-
mentally) clearly comes from the α-helical parts (A1−8, A13−16,
B9−19) and thus can be used as an additional indicator of this
conformation.
In Figure 8, the ROA spectra of the three α-helical parts are

compared; the main ROA patterns are relatively indifferent to
the structural variations, such as the broad −/+/− ROA
couplet at ∼1270/1152/1100 cm−1, and are indeed exper-
imentally observed in most spectra of α-helical proteins.24b We
should note, however, that the disordered poly-L-glutamic acid
also exhibits such a pattern.24b The feature is absent for the 310-
helices (A17−19, B20−22), which thus provides a convenient
opportunity to discriminate between these two similar structure
forms. Also the strong positive/weak negative couplet of the
amide I band has been assigned to a characteristic of α-helical
protein.24b The calculations (Figures 7 and 8) nevertheless

Figure 6. Approximate decomposition of the Raman and ROA insulin spectra into contributions of the amide group (blue), distant parts of the side
chains (green), and the αCH-βCH2 moiety (red). The αCH contribution is also plotted.
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reveal that this couplet may also come from the coils and strands
(A9−12, B1−8).
Insulin Dynamics and Motional Broadening of

Spectral Bands. It has been recognized in the past that the
Raman and ROA bands reflect not only the equilibrium
structure but also the conformer equilibria5a,51 and structural
fluctuations6d,41 caused by thermal motion. This can be docu-
mented on the ROA and Raman spectra based on averaging of
10000 MD snapshots as compared to both the equilibrium X-
ray calculation and experiment in Figure 9.
In the Raman spectrum the averaging does not change the

principal features of the crystal-based simulation but many
peaks become smoother, and below 1000 cm−1 some weaker
bands disappear altogether. Even within the 1200−1400
cm−1 interval the relative intensity pattern changes by the
averaging. Overall, the MD curve is much closer to experi-
ment than for the one-conformer model. Further improve-
ment of the simulated spectral shape would primarily re-
quire a model explicitly accounting for solvent and carbon
hydrogen bonding,39a,52 which is currently not feasible for
insulin, and it would probably also broaden the amide I
band more realistically.39b,53

The MD-averaged ROA spectrum (Figure 9, left) also
conserves the main intensity features obtained by the crystal
geometry simulation above 800 cm−1. However, a profound
drop in intensity caused by the averaging is apparent below
800 cm−1. This is caused by low-frequency torsional vibrations
(Figure 3) of the protein chain and a high sensitivity of the
ROA intensity to these geometrical changes. The MD ROA

pattern is thus much closer to the experiment in the low-
frequency region. In addition, the ratio of intensities within the
100−800 cm−1 and 800−1800 cm−1 region is more realistic.
The too weak signal within the 100−300 cm−1 interval suggests
that the averaging based on the classical trajectory may be too
extensive, as also observed for other simulations of similar kind.8a

The ROA signal above 800 cm−1 is not significantly improved
by the averaging. In particular, the already weak amide I signal
(experimentally at ∼1660 cm−1) further disappears, unlike in

Figure 7. Calculated ROA spectra of specific amino acid sequences in the A chain (left) and B chain (right) of insulin monomer. Chain A: Gly1-Ala8
(α-helix), Ser9-Ser12 (coil and strand), Leu13-Leu16 (α-helix), Glu17-Asn21 (310-helix), and Cys20- Asn21 (bridge and coil). Chain B: Phe1-Gly8
(coil and strand), Ser9-Cys19 (α-helix), Gly20-Arg22 (310-helix), and Gly23-Ala30 (coil and strand).

Figure 8. Calculated ROA (top) and Raman (bottom) spectra of the
three α-helical segments of insulin, comprising residues 1−8 and 13−
16 in chain A and 9−19 in chain B. The intensity is normalized to one
amino acid residue.
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experiment, probably because of inaccuracies of the CPCM
solvent model and MD force field.
The time of 10 ns comprised by MD is obviously too short

to provide a conformational change of the entire protein.54

Nevertheless, neither the experimental results nor the time
dependence of geometry parameters obtained during MD indi-
cate a propensity of insulin to denaturate or change folded
state. We thus suppose that the simulation does realistically
describe the low-amplitude temperature fluctuations of the
protein. Previous simulations also suggest that the monomer
model is indeed adequate as the two insulin units’ motion is
almost independent.55

The rigidity can also be estimated from the root-mean-square
deviations from the equilibrium structure obtained within the
MD run (Figure S8). In most cases the deviations are fairly low,
below 1 Å, except for the flexible C-terminus of chain A (Figure 1).
Rather surprisingly, with respect to the deviations the α-helical
sections do not exhibit a different flexibility behavior than the
other insulin parts. This is nonetheless consistent with the ob-
served high stability of insulin in a range of pH, indicating a stable
main and side chain network. The cysteine residues exhibit highest
rigidity (low δ of 0.2−0.3 Å) because of the cystine disulfide
bridge.
The correlation coefficients between motions of the

amino acids residues displayed as a 2D graph in Figure 10

provide another interesting insight into the protein
dynamics. We can see that the motion residues that are

closed to each other in the helical segments (1−8, 13−19,
30−40) is more correlated than the rest, which is due to the
intramolecular hydrogen bonding. Moreover, even the
β-strand part of chain B (25−30) in contact with the helix
(Figure 1) is correlated with the helical residues. Finally, the
motion of the initial part of chain A (∼1−4) exhibits strong
a correlation with amino acids 35−40 in chain B, which
clearly reflects the anchoring of chain A in the α-helical part
of chain B. Even though rather complex, these correlations
can explain some differences in spectral profiles of various
α-helical peptide segments (Figures 7 and 8).
Relatively large oscillations of the peptide backbone occurred

during the dynamics (Figure S9). Side chain residues exposed
to the aqueous environment were in general more flexible than
residues buried in the protein. In spite of the fluctuations, the
dynamics provided a converged distribution of insulin
coordinates, mostly oscillating around equilibrium positions.
Computed probability distributions of selected coordinates are
plotted in Figure S10 and compared to the X-ray data. The
average distance of chain A termini obtained by MD, for
example, is almost identical to the crystalline value but with a
relatively broad (± ∼ 2 Å) distribution. According to MD,
chain B relaxes more in solution, its ends move further apart by
about 2 Å, and the α-helix becomes longer by 1.5 Å if compared
to the crystal. Some side chains rotate nearly freely in solutions,
such as the serine and histidine residues shown in lower part of
Figure S10.
Except for the slight relaxation and oscillation, the structure

appeared sufficiently rigid to allow for a plain averaging of the
coordinates (after appropriate rotation and overlap of MD
snapshots). This average MD geometry is compared to the
crystalline one in Figure 11. Clearly, the basic folding pattern
remains unchanged. On the other hand, finer differences are
apparent not only in the relatively loose strand parts but also in
the helical segments. The better agreement of the ROA spectra
with experiment if compared to the crystal geometry simulation
(Figure 9) confirms that the trends in structural changes of
insulin under solvation predicted by MD are realistic.
In summary, we can conclude that the possibility to simulate

the protein ROA in full and to analyze fine geometric and
dynamical effects significantly broadens the insight into the
molecular structure and dynamics that can be obtained by this
technique.

Figure 9. Calculated ROA (left) and Raman (right) of the insulin monomer based on the crystal structure (top), averaged MD snapshots (middle),
and the experiment (bottom).

Figure 10. Correlation coefficients between atomic deviations of
insulin residues calculated from the molecular dynamics trajectory.
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■ CONCLUSIONS

Insulin is the largest molecule for which the Raman and ROA
spectra were ever interpreted by quantum-chemical procedures.
The calculation was made possible by employing the latest
analytical derivative techniques and the Cartesian coordinate
tensor transfer (CCT) method. The spectra simulated with the
X-ray geometry explained virtually all relative intensities in
experiment conducted in aqueous solution. The spectral profile
could be further improved by accounting for the motional
averaging within the combined MD/CCT computation. The
results indicate that insulin conserves the crystal structure in
solution, except for low-frequency motions of some peptide
parts. ROA and Raman spectra of insulin dimer were also cal-
culated; while the dimerization produced small spectral changes
in theory, they were too small to be detected experimentally.
The full-protein vibrational spectra simulation significantly

enhances the information about the molecular structure that
can be obtained from the spectra. It confirmed or corrected
previous empirical assignment to a specific peptide secondary
structure, and provided new marker bands. Contributions to
the resultant spectral profiles of the main and side amino acid
chains or specific amino acid sequences could be deciphered.
Likewise, the analysis of protein vibrations made it possible to
assign specific spectral bands to local molecular groups. Protein
ROA exhibited some features not observed for smaller
molecules, in particular the dominance of the electric dipole
polarizability contribution. We thus believe that the ROA
spectroscopy and the vibrational simulation techniques com-
bined can reveal many important properties of macromolecules
similar to the insulin hormone.
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(d) Kapitań, J.; Baumruk, V.; Kopecky,́ V. Jr.; Bour,̌ P. J. Phys. Chem. A
2006, 110, 4689−4696. (e) Jacob, C. R.; Luber, S.; Reiher, M.
ChemPhysChem 2008, 9, 2177−2180. (f) Herrmann, C.; Ruud, K.;
Reiher, M. ChemPhysChem 2006, 7, 2189−2196. (g) Mukhopadhyay,
P.; Zuber, G.; Beratan, D. N. Biophys. J. 2008, 95, 5574−5586.
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7567−7574. (e) Šebestík, J.; Bour,̌ P. J. Phys. Chem. Lett. 2011, 2, 498−
502. (f) Liegeois, V.; Ruud, K.; Champagne, B. J. Chem. Phys. 2007,
127, 204105.
(12) Luber, S.; Reiher, M. J. Phys. Chem. B 2010, 114, 1057−1063.
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