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Preface

During the years surrounding the new millennium, the field of vibrational optical activity (VOA),

comprised principally of vibrational circular dichroism (VCD) and vibrational Raman optical activity

(ROA), underwent a transition from a specialized area of research that had been practiced by a handful

of pioneers into an important new field of spectroscopy practiced by an increasing number of scientists

worldwide. This transition wasmade possible by the development of commercial instrumentation and

software for the routinemeasurement and quantumchemical calculation ofVOA. This development in

turn was fueled by the growing focus among chemists for controlling and characterizing molecular

chirality in synthesis, dynamics, analysis, and natural product isolation. The emphasis on chirality was

particularly important in the pharmaceutical industry, where the most effective new drugs were single

enantiomers and where new federal regulations required specifying proof of absolute configuration

and enantiomeric purity for each new drugmolecule developed. Today,more than a decade beyond the

start of this renaissance, chemists and spectroscopists are discovering the power of VOA to provide,

directly, the stereo-specific information needed to further enhance the ongoing revolution in the

application of chirality across all fields of molecular science.

The impact of VOA has not been restricted to applications centered on molecular chirality. A

concurrent revolution is currently taking place in the field of biotechnology. All biological molecules

are chiral, where the chirality is specified by the homochirality of our biosphere, for example L-amino

acids and D-sugars. The role of chirality here is not with the specification of absolute configuration but

with the specification of the solution-state conformation of biological molecules in native environ-

ments. VOA has been found to be hypersensitive to the conformational state in all classes of biological

molecules, including amino acids, peptides, proteins, sugars, nucleic acids, glycoprotiens, in addition

to fibrils, viruses, and bacteria. Now that the human genome has been coded, emphasis has shifted to

understanding what proteins and related molecules are specified in the genetic code. What is their

structure and function? Thus VOA is particularly useful as a sensitive new probe of the solution

structure of these new protein molecules by classification of their folding family in solution.

What is it aboutVOA that allows it to determine absolute configuration andmolecular conformation

in new ways? It is simply that the field of VOA is fulfilling its promise of combining the detailed

structural sensitivity of vibrational spectroscopy with the three-dimensional stereo-sensitivity of

traditional forms of optical activity. The actual realization of the foreseen potential of VOA has been

delivered by sweeping advances in the last two decades of both instrumentation for themeasurement of

VOA, and software for its calculation and accurate spectral simulation. As will be seen in the chapters

of this book, VOA spectra are accompanied by their parent normal vibrational spectra, vibrational

absorption, and Raman scattering, and the additional VOA spectrum, linked to a traditional spectrum,

is what confers the specific new spectral information.

Beyond the practical benefits to those needing information about the stereochemical structure of

chiral molecules, VOA is also providing deep insights into our understanding of the theoretical and

computational basis of chemistry. At the theoretical level, VOA intensities require contributions from

the interaction of radiation with matter that lie beyond the normal electric-dipole interaction, which

by itself is blind to chirality. The new interactions manifested in VOA spectra are the interference of

the electric-dipole mechanism with the magnetic-dipole mechanism, and in the case of ROA, the



electric-quadrupole mechanism, as well. In addition, VCD in particular requires a theoretical

description that lies beyond the Born–Oppenheimer approximation and gives new information about

the correlation of the nuclear velocitieswithmolecular electron current density. This is new terrain that

lies beyond the traditional Born–Oppenheimer base view of conceptualizing molecules in terms of

correlations between nuclear positions and electron probability density. VOA spectra are also proving

to be delicate points of reference for quantum chemists who are seeking to improve the accuracy of

descriptions of molecules from small organics to proteins and nucleic acids with increasingly realistic

models of solvent and intermolecular interactions.

Although VCD and ROAwere discovered about the same time in the early to mid-1970s, they have

evolved along distinctly different paths in terms of instrumentation and theoretical description. VCD

progressed dramatically by taking advantage of Fourier transform infrared spectrometers while ROA

gained enormously in efficiency by using advanced solid-state lasers and multi-channel charge-

coupled device detectors. ROA theory emerged early and directly fromwithin the Born–Oppenheimer

approximation, while VCD theory had to await a deeper understanding of the theory beyond the

Born–Oppenheimer approximation for its complete formulation. On the other hand, VCD is simpler

and more efficient to calculate whereas ROA is more challenging and requires more intensive

calculations. Owing to differences in the relative advantages of infrared absorption and Raman

scattering, VCD and ROA tend to be applied to different types of molecules in different types of

sampling environments. As a result, papers on VOA, with a few recent exceptions, tend to involve

either VCDor ROA, but not both. Nevertheless, despite these relatively separate lines of development,

VCD and ROA have a great deal in common, and taken together contain complementary and

reinforcing spectral information.

The goal of this book is to bring together, in one place, a comprehensive description of the

fundamental principles and applications of both VCD and ROA. An effort has been made to describe

these two fields using a unified theoretical description so that the similarities and differences between

VCD and ROA can most easily be seen. Both of these fields rest on the foundations of vibrational

spectroscopy and the science of describing the vibrational motion of molecules, and both are forms of

molecular optical activity sensitive to chirality in molecules. After a basic and somewhat historical

introduction to VOA in Chapter 1, the fundamentals of vibrational spectroscopy are presented in

Chapter 2 where the formalism of the complete adiabatic approximation, needed for the theoretical

description of VCD and a refined description of ROA, is provided. Chapter 3 contains the funda-

mentals ofmolecular chirality and themathematical formalism needed for understanding the theory of

both VCD as given in Chapter 4 and ROA as given in Chapter 5. Having completed the necessary

theoretical basis of VOA, the focus of the book shifts to instrumentation. The language of describing

optical instrumentation and measured VOA intensities, including interfering intensities from bire-

fringence, is the Stokes–Mueller formalism. This is introduced in Chapter 6 for a description of

fundamental and advanced methods of VCD instrumentation and is continued in Chapter 7 as a basis

for describing ROA instrumentation. The focus of Chapter 8 is the measurement of VOA spectra

followed by a description of themethods used for calculatingVOA spectra inChapter 9. InChapter 10,

the final chapter of the book, highlights and selected examples of VOA applications are described.

Here VCD andROA applications are interwoven to better gain an appreciation for both the differences

and features in common between these two areas of VOA.

As can be seen from this description of the contents of the book, the material flows from basic

principles through theoretical and experimentalmethods to applications. An effort has beenmadewith

the book as a whole, as well as with the individual chapters, to begin with an overview of contents.

Thus, Chapter 1 gives a bird’s eye view of the entire book and each chapter begins with a descriptive

overview at an elementary level of the contents of that chapter. Continued reading in the book or in

each chapter carries the reader deeper into the subject with the most advanced material presented

usually in last parts of each chapter.
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The intended readership for the book is the complete range from beginner to expert in the field of

VOA. The book attempts to bridge the gap between the fundamentals of vibrational spectroscopy,

chirality, and optical activity and the frontier of research and applications of VOA. The book could

serve both as a textbook for graduate courses in chemistry or biophysics as well as a reference for the

experienced researcher or scientist. A basic understanding of spectroscopy and quantummechanics is

assumed, but beyond that, nothing further is needed besides patience and a desire to learn newconcepts

and ideas. Hopefully, the book can serve as a foundation for the continued advancement and

development of the exciting new field of VOA.

The book contains many equations, and as a result, alas, it won’t ever make the New York Times

Bestseller’s List. In fact, at the theoretical level, the book is essentially a carefully crafted set of

explained equations. Equations are numbered by chapter. When an equation is presented that is based

on a previously presented equation, even if it is the same equation, reference to the earlier equation is

given to allow the reader to go back and see inmore detail the equation’s origin in the book. References

are provided in the text in a format that identifies authors and years of publication. In the electronic

version of the book these are, where possible, live HTML links that take the reader to the source

of electro-nic publication. For the most part, chapters are written to be self-consistent and thus can

be read individually in any order depending on the particular interests and background knowledge

of the reader.

As with any book requiring years of preparation, the author is deeply grateful for the help,

collaboration and support of many individuals without whom this book could not have been written.

Gratitude begins with my Ph.D. advisor Warner L. Peticolas, who sadly passed away in 2009, and my

postdoctoral advisor Philip J. Stephens who started me off on the road to VCD. Warner taught me the

excitement of scientific discovery and opened the doors for me to the world of Raman spectroscopy,

and Philip taught me the importance of precision and discipline in the way science is practiced and

gaveme the opportunity to explore and discover theworld of infrared vibrational optical activity. I am

also grateful to Gershon Vincow, Chairman of the Chemistry Department at Syracuse University who

in 1975 hired me as a newAssistant Professor and supported the beginning and growth of my research

program inVCDandROA, and to thenAssistant ProfessorWilliam (Woody)Woodruffwhowelcomed

me to the department and shared his facilities with me to help jump start the construction of my first

ROA spectrometer.

I owe endless gratitude tomymany graduate students and postdoctoral associates who haveworked

with me over the years at Syracuse University. Of particular importance are my first postdoctoral

associates, Max Diem and Prasad Polavarapu, both of whom went on to distinguished academic

careers. I also give very special acknowledgment to Teresa (Tess) Freedman who, as a Research

Professor at Syracuse University, collaborated with me on VOA for nearly three decades and helped

guidemy research program from1984 to 2000,when Iwas busy asChair of theChemistryDepartment.

Her talent for planning VOA experiments, writing papers, advising students, and carrying out

calculations complemented my own love of developing VOA theory and new methods of VOA

instrumentation.Without her daily support over thosemany years, my research in VOA could not have

progressed as broadly as it did. Special thanks also go to my former postdoctoral associate, Xiaolin

Cao, now a research scientist at Amgen, Inc., who contributed significantly to the optimization of the

first dual-PEM, dual-source FT-VCD spectrometer at Syracuse University.

I would like to thank Dr. Rina K. Dukor for being my partner in founding BioTools, Inc., starting in

1996, with the central goal of commercializing VCD and ROA instrumentation. This was achieved in

stages, first withVCD in 1997 and thenwith ROA in 2003.WithRina, my focus onVOAchanged from

Syracuse University to the world, from pure academic pursuit to facilitating the measurement and

calculation of VOA by anyone who wanted to explore this new field of spectroscopy. For the birth of

commercial VCD instrumentation, special thanks go Henry Buijs, Gary Vail, Jean-Ren�e Roy, Allan
Rilling, and many others at Bomem for helping to bring dedicated VCD instrumentation to
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1

Overview of Vibrational
Optical Activity

1.1 Introduction to Vibrational Optical Activity

Vibrational optical activity (VOA) is a new form of natural optical activity whose early history dates

back to the nineteenth century. We now know that the original observations of optical activity, the

rotation of the plane of linearly polarized radiation, termed optical rotation (OR), or the differential

absorption of left and right circularly polarized light, circular dichroism (CD), have their origins in

electronic transitions in molecules. Not until after the establishment of quantum mechanics and

molecular spectroscopy in the twentieth century was the physical basis of natural optical activity

revealed for the first time.

1.1.1 Field of Vibrational Optical Activity

Vibrational optical activity, as the name implies, is the area of spectroscopy that results from the

introduction of optical activity into the field of vibrational spectroscopy. VOA can be broadly defined

as the difference in the interaction of left and right circularly polarized radiation with a molecule or

molecular assembly undergoing a vibrational transition. This definition allows for a wide variety of

spectroscopies, as will be discussed below, but the most important of these are the forms of VOA

associated with infrared (IR) absorption and Raman scattering. The infrared form is known as

vibrational circular dichroism, or VCD, while the Raman form is known as vibrational Raman optical

activity, VROA, or usually just ROA (Raman optical activity). VCD and ROA were discovered

experimentally in the early 1970s and have since blossomed independently into two important new

fields of spectroscopy for probing the structure and conformation of all classes of chiral molecules and

supramolecular assemblies.

VCD has been measured from approximately 600 cm�1 in the mid-infrared region, into the

hydrogen stretching region and through the near-infrared region to almost the visible region of the

spectrum at 14 000 cm�1. The infrared frequency range of up to 4000 cm�1 is comprised mainly of

fundamental transitions, while higher frequency transitions in the near-infrared are dominated by
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overtone and combination band transitions. ROA has been measured to as low as 50 cm�1, a distinct

difference comparedwithVCD, butROA ismore difficult tomeasure beyond the range of fundamental

transitions and is typically onlymeasured for vibrational transitions below 2000 cm�1. VCD and ROA

can both bemeasured as electronic optical activity inmolecules possessing low-lying electronic states,

although in the case ofVCD it is appropriate to refer to these phenomena as infrared electronic circular

dichroism, IR-ECD or IRCD, and electronic ROA, or EROA.

VCDandROAare typicallymeasured for liquid or solution-state samples. VCDhas beenmeasured

in the gas phase and in the solid phase as mulls, KBr pellets and films of various types.When sampling

solids, distortions of the VCD spectra due to birefringence and particle scattering need to be avoided.

To date, ROA has not been measured in gases or diffuse solids, but nothing precludes this sampling

option, although technical issuesmay arise, such as sufficientRaman intensity for gases and competing

particle scattering for diffuse solids.

At present, there is only one form of VCD, namely the one-photon differential absorption form,

although recently, a second manifestation of VCD, the differential refractive index, termed the called

vibrational circular birefringence (VCB), has beenmeasured. AVCB spectrum is theKramers–Kronig

transform of aVCD spectrum and is also known as vibrational optical rotatory dispersion (VORD). As

we shall see, ORD is the oldest form of optical activity and the form of VOA that was sought in the

1950s and 1960s before the discovery of VCD. By comparison, ROA is much richer in experimental

possibilities. Because one can consider circular (or linear) polarization differences in Raman

scattering intensity associated with the incident or scattered radiation, or both, in-phase and out-

of-phase, there are four (eight) distinct forms of ROA. Further, for ROA there are choices of scattering

geometry and the frequency of the incident radiation, both of which give rise to different ROA spectra.

As a result, there is in principle a continuum of different types of VOA measurements that can be

envisioned for a given choice of sample molecule.

Beyond this, many other forms of VOA are possible. One form is reflection vibrational optical

activity, which would include VCD measured as specular reflection, diffuse reflection or attenuated

total reflection (ATR). In principle, VCD could also be measured in fluorescence. Because

fluorescence depends on the third power of the exciting frequency, infrared fluorescence VOA

would be very weak relative to VCD and thus very difficult to measure. As with fluorescence in the

visible and ultraviolet regions of the spectrum, fluorescence VCD could be measured in two forms,

fluorescence detected VCD or circularly polarized emission VCD. In the former, one would

measure all the fluorescence intensity resulting from the differential absorbance of left and right

circularly polarized infrared radiation (VCD) or measure the difference in left and right circularly

polarized infrared emission from unpolarized exciting infrared radiation. Finally, we note

the various manifestations of nonlinear or multi-photon VCD, such as two-photon infrared

absorption VCD.

In the case of ROA there are a variety of different forms of VOAyet to be measured. One recently

reported for the first time is near-infrared excited ROA. Other forms of ROA yet to be measured are

ultraviolet resonance Raman ROA, surface-enhanced ROA, coherent anti-Stokes ROA, and hyper-

ROA in which two laser photons generate an ROA spectrum in the region of twice the laser

frequency. Second harmonic generation (SHG) ROA at two-dimensional interfaces has been

measured, and attempts have been made to measure sum frequency generation (SFG) VOA, which

is an interesting form of optical activity that depends on transition moments which arise in both VCD

and ROA.

Another class of optical activity that has VOA content is vibronic optical activity. Here the source

of optical activity is a combination of electronic optical activity (EOA) and VOA when changes to

both electronic and vibrational states occur in a transition. This form of EOA–VOA arises in

ECD whenever vibronic detail is observed. The analogous form of ROA is either vibronically

resolved electronic ROA or ROA arising from strong resonance with particular vibronic states of

a molecule.
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Finally, we consider other forms of radiation that may affect vibrational transitions inmolecules. In

particular, it is possible to create beams of neutrons that are circular polarized either to the left or to the

right. This phenomenon has been considered theoretically, but experimental attempts at measurement

have not been reported. Another common form of vibrational spectroscopy that does not involve

photons as the source of radiation interaction is electron energy loss spectroscopy. This is essentially

Raman scattering using electrons. If modulation between left and right circularly polarized electrons

could be realized, then this could become a new form of VOA in the future.

1.1.2 Definition of Vibrational Circular Dichroism

VCD is defined as the difference in the absorbance of left minus right circularly polarized light for a

molecule undergoing a vibrational transition. For VCD to be non-zero, the molecule must be chiral or

else be in a chiralmolecular environment, such as a non-chiralmolecule in a chiralmolecular crystal or

bound to a chiral molecule. The definition of VCD is illustrated in Figure 1.1 for a molecule

undergoing a transition from the zeroth (0) to the first (1) vibrational level of the ground electronic state

(g) of a molecule.

More generally, we can defineVCD for a transition between any twovibrational sublevels evand ev0

of an electronic state e as:

VCD DAð Þaev 0;ev ¼ ALð Þaev 0;ev � ARð Þaev 0;ev ð1:1Þ

where ALis the absorbance for left circularly polarized light and AR is the absorbance for right

circularly polarized light. The superscript a refers to the vibrational mode, or modes, associated with

the vibrational transition. The sense of the definition of VCD is left minus right circularly polarization

in conformity with the definition used for electronic circular dichroism (ECD). The parent ordinary

infrared absorption intensity associated with VCD, also referred to as vibrational absorbance (VA), is

defined as the average of the individual absorbance intensities for left and right circularly polarized

radiation, namely:

VA Að Þaev 0 ;ev ¼
1

2
ALð Þaev 0;ev þ ARð Þaev 0 ;ev

h i
ð1:2Þ

R

A
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A
R
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R
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Figure 1.1 Energy-level diagram illustrating the definition of VCD for a molecule undergoing a transition
from the zeroth to the first vibrational level of the ground electronic state
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These definitions of VCD and VA represent the total intensity associated with a given

vibrational transition with the label a. Experimentally, one measures VCD and VA spectra as

bands in the spectrum that have a shape or distribution as a function of radiation frequency n,

which is expressed as f
0
aðnÞ for each vibrational transition. The reason for the prime will be

explained in Chapter 3. An experimentally measured VCD or VA spectrum is therefore related to

the defined quantities in Equations (1.1) and (1.2) by sums over all the vibrational transitions a in

the spectrum as:

DAðnÞ ¼
X
a

ðDAÞaev 0;ev f
0
aðnÞ ð1:3Þ

AðnÞ ¼
X
a

ðAÞaev 0 ;ev f
0
aðnÞ ð1:4Þ

From these expressions it can also be seen that the original definitions of VCD and VA in

Equations (1.1) and (1.2) represent integrated intensities over the measured VCD, or VA, band of

vibrational transition a by writing for example:

DAa
ev 0;ev ¼

ð
a

DAðnÞd n ¼
ð
a

DAa
ev 0;ev f

0
aðnÞd n ¼ DAa

ev 0;ev

ð
a

f
0
aðnÞd n ð1:5Þ

where the last integral on the right-hand side of this expression is equal to 1 when a normalized

bandshape of unit area is used as:

ð
a

f
0
aðnÞd n ¼ 1 ð1:6Þ

Experimentally, the VA intensities are defined by the relationship:

A nð Þ ¼ � log10 I nð Þ=I0 nð Þ½ � ¼ « nð ÞbC ð1:7Þ

where I nð Þ is the IR transmission intensity of the sample, which is divided by the reference

transmission spectrum of the instrument, I0 nð Þ, usually without the sample in place. Normalization

of the sample transmission by the reference spectrum removes the dependence of the measurement

on the characteristics of the instrument used for the measurement of the spectrum, namely

throughput and spectral profile. The second part of Equation (1.7) assumes Beer–Lambert’s law

and defines the molar absorptivity of the sample, « nð Þ, where b and C are the pathlength and molar

concentration in the case of solution-phase samples, respectively. The experimental measurement of

VCD is similar, but more complex than the definition of VA in Equation (1.7), and we defer

description of this definition until Chapter 6, when the measurement of VCD is described in detail.

The definition of the molar absorptivity in Equation (1.7) yields a molecular-level definition of VCD

intensity, D« nð Þ, which is free of the choice of the sampling variables pathlength and concentration.

This is given by:

D« nð Þ ¼ DA nð Þ=ðeeÞbC ð1:8Þ
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where (ee) is the enantiomeric excess of the sample. The (ee) can be defined as the concentration of the

major enantiomer, CM, minus that of the minor enantiomer, Cm, divided by the sum of their

concentrations, which is also the total concentration.

ðeeÞ ¼ CM �Cm

CM þCm

¼ CM �Cm

C
ð1:9Þ

The value of (ee) can vary from unity for a sample of only a single enantiomer to zero for a racemic

mixture of both enantiomers, such that neither enantiomer is in excess. Thus we can write:

D« nð Þ ¼ DA nð Þ=bðCM �CmÞ ð1:10Þ

This definition ofVCD represents amolecular-level quantity that has been corrected for the pathlength

and concentrations of both enantiomers. The intensity expressed as molar absorptivity of a VCD band

for vibrational transition a, D«ð Þaev 0;ev, can be extracted from the experimentally measured molar

absorptivity VCD spectrum by integration over the VCD band of transition a, as:

D«ð Þaev0;ev ¼
ð
a

D«ðnÞdn ð1:11Þ

The quantity D«ð Þaev 0;evcan be compared directly with theoretical expressions of VCD intensity.

A transition between vibrational levels separated by a single quantum of vibrational energy

corresponds to a fundamental transition and is described by the superscript a for a particular

vibrational mode in the definitions above. In the case of higher level vibrational transitions, more

than one vibrational quantum number is needed, such as ab for a a combination band of mode a and

mode b, or 2a for the first overtone ofmode a. All fundamental transitions occur in the IR region below

a frequency of 4000 cm�1 and all vibrational transitions above that frequency in the near-infrared

region involve only overtones and combination bands.

1.1.3 Definition of Vibrational Raman Optical Activity

ROA is defined as the difference in Raman scattering intensity for right minus left circularly polarized

incident and/or scattered radiation. There are four forms of circular polarization ROA. Energy-level

diagrams are given in Figure 1.2 for a molecule undergoing a transition from the zeroth to the first

vibrational level of the ground electronic state. The left-hand vertical upward-pointing arrows

represent the incident laser radiation, and the right-hand downward-pointing arrows represent the

scatteredRaman radiation.AStokesRaman scattering process is assumed such that themolecule gains

vibrational energywhile the scattering Raman radiation is red-shifted from the incident laser radiation

by the same energy. The initial and final states of the Raman-ROA transitions, g0 and g1, are the same

as those in Figure 1.1 for VA-VCD transitions. The excited vibrational–electronic (ev) states of the

molecule are represented by energy levels above the energy of the incident laser radiation, which

applies for the common case in which the incident radiation has lower energy than any of the allowed

electronic states of the molecule.

The original form of ROA is now called incident circular polarization (ICP) ROA. Here the

incident laser is modulated between right and left circular polarization states, and the Raman

intensity is measured at a fixed linear or unpolarized radiation state. The second form of ROA is

called scattered circular polarization (SCP) ROA. In this form, fixed linear or unpolarized incident

laser radiation is used and the difference in the right and left circularly polarized Raman scattered

light is measured. The third form of ROA is in-phase dual circular polarization (DCPI) ROA. Here the
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polarization states of both the incident and scattered radiation are switched synchronously

between right and left circular states. The last form of ROA is called out-of-phase dual circular

polarization (DCPII) ROA, where the polarization states of both the incident and scattered radiation

are switched oppositely between left and right circular states. The definitions of these forms of ROA

for any vibrational transition involving normal mode a between states ev and ev0 are given by the

following expressions.

ICP ROA D Iað Þaev 0;ev ¼ IRa
� �a

ev 0 ;ev � ILa
� �a

ev0;ev ð1:12aÞ

SCP ROA D Iað Þaev 0;ev ¼ IaR
� �a

ev 0 ;ev � IaL
� �a

ev 0 ;ev ð1:12bÞ
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Figure 1.2 Energy-level diagrams illustrating the definition of ROA for a molecule undergoing a transition
from the zeroth (g0) to the first (g1) vibrational level of the ground electronic state, where the excited
intermediate states of the Raman transition are represented by electronic–vibrational levels (ev)
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DCPI ROA DIIð Þaev 0;ev ¼ IRR
� �a

ev 0;ev � ILL
� �a

ev 0;ev ð1:12cÞ

DCPII ROA DIIIð Þaev 0;ev ¼ IRL
� �a

ev 0;ev � ILR
� �a

ev 0;ev ð1:12dÞ

The definition of the corresponding total Raman intensity is given as the sum, not the average, of the

intensities for right and left circularly polarized radiation.

ICP-Raman Iað Þaev 0;ev ¼ IRa
� �a

ev 0;ev þ ILa
� �a

ev 0;ev ð1:13aÞ

SCP-Raman Iað Þaev 0;ev ¼ IaR
� �a

ev 0;ev þ IaL
� �a

ev 0;ev ð1:13bÞ

DCPI-Raman IIð Þaev 0;ev ¼ IRR
� �a

ev 0;ev þ ILL
� �a

ev 0;ev ð1:13cÞ

DCPII-Raman IIIð Þaev 0;ev ¼ IRL
� �a

ev 0 ;ev þ ILR
� �a

ev 0;ev ð1:13dÞ

The intensity of Raman scattering per unit solid angle W collected from a cone of angle u and an

illumination volume V of sample varies linearly with the incident laser intensity I0 and the molar

concentration C. Hence, an effective molecular DCPI Raman differential scattering cross-section

dsIðuÞ=dW½ �aev0;ev can be defined by the expression

IIð Þaev 0;ev ¼ I0NCV dsIðuÞ=dW½ �aev 0;ev ð1:14Þ

where N is Avagadro’s number. In an analogous manner, the DCPI ROA molecular cross-section

D dsIðuÞ=dW½ �aev0 ;ev can be defined as:

D dsIðuÞ=dW½ �aev0;ev ¼
1

I0NCVðeeÞ DIIð Þaev0;ev ¼
1

I0NV CM �Cmð Þ DIIð Þaev0;ev ð1:15Þ

and where (ee), the enantiomeric excess, is defined in Equation (1.9). Using the definitions of the

lineshape functions for individualRaman transitions formodes labeled a, we can express themeasured

ROAandRaman spectra as sums over individual transitionsmultiplied by their lineshape functions as:

DIIðnÞ ¼
X
a

DIIð Þaev 0;ev f
0
aðnÞ ð1:16Þ

IIðnÞ ¼
X
a

IIð Þaev 0;ev f
0
aðnÞ ð1:17Þ

1.1.4 Unique Attributes of Vibrational Optical Activity

Vibrational optical activity possesses many unique properties that distinguish it from other forms of

spectroscopy. As such it will have an enduring place in the set of available spectroscopic probes of

molecular properties. These unique attributes are discussed below.

1.1.4.1 VOA is the Richest Structural Probe of Molecular Chirality

Chirality is arguably one of the most subtle and important properties of our world of three spatial

dimensions. Similarly, molecular chirality is one of the most subtle and important characteristics of

molecular structure. Of all the available spectroscopic probes of molecular chirality, such as optical
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rotation and electronic circular dichroism, VOA is by far the richest in structural detail. The IR and

VCD spectra, or Raman and ROA spectra, of a chiral molecule sample contain sufficient stereo-

chemical detail to be consistent with only a single absolute configuration and a unique solution-state

conformation, or distribution of conformations, of the molecule. In addition, the magnitude of a

VOA spectrum relative to its parent IR or Raman spectrum is proportional to the enantiomeric excess

of the sample.

1.1.4.2 VOA is the Most Structurally Sensitive Form of Vibrational Spectroscopy

VCDandROA spectra add a new dimension of stereo-sensitivity to their parent IR andRaman spectra,

which are already the most structurally rich forms of solution-state optical spectroscopy. VOA spectra

possess a hypersensitivity to the three-dimensional structures of chiral molecules that surpasses

ordinary IR and Raman spectroscopy. This is most evident in the VOA spectra of complex biological

molecules, such as peptides, proteins, carbohydrates, and nucleic acids, in addition to biological

assemblies such as membranes, protein fibrils, viruses, and bacteria. In many cases, VOA spectra

exhibit distinct differences in the conformations of biological molecules that are only apparent in the

IR and Raman spectra as minor, non-specific changes in frequency or bandshape.

1.1.4.3 VOA Can be Used to Determine Unambiguously the Absolute Configuration of a Chiral

Molecule

VOAmeasurements compared with the results of quantum chemistry calculations of VOA spectra can

determine the absolute configuration of a chiral molecule from a solution or liquid state measurement

without reference to any prior determination of absolute configuration, modification of the molecule,

or reference to a chirality rule or approximate model. Samples need not be enantiomerically pure and

minor amounts of impurities can be tolerated. By contrast, the determination of absolute configuration

using X-ray crystallography requires single crystals of the sample molecules in enantiomerically pure

form. VOA provides either a supplemental check or a viable alternative to X-ray crystallography for

the determination of the absolute configuration of chiral molecules. As a bonus, the solution- or liquid-

state conformational state of the molecule is also specified when the absolute conformation

is determined.

1.1.4.4 VOA Spectra Can be Used to Determine the Solution-State Conformer Populations

Vibrational spectroscopy, as well as electronic spectroscopy, is sensitive to superpositions of

conformer populations as conformers interconvert on a time scale slower than vibrational frequencies.

VOA spectra of samples containing more than one contributing conformer can be simulated by

calculating the VOA of each contributing conformer and combining the conformer spectra with a

population distribution of the conformers. When a close match between measured and theoretical

simulated VOA and parent IR or Raman spectra is achieved, the solution-state population of

conformers used in the simulation is a close representation of the actual solution-state conformer

distribution. By contrast, NMR spectra represent only averages of conformer populations intercon-

verting faster than the microsecond timescale. As a result, for such conformers, VOA is currently the

only spectroscopic method capable of determining the major solution-state conformers of chiral

molecules with more than one contributing conformer.

1.1.4.5 VOA Can be Used to Determine the ee of Multiple Chiral Species of Changing Absolute

and Relative Concentration

VCD and ROA are the only forms of optical activity with true simultaneity of spectral measurement at

multiple frequencies. For VCD this is achieved with Fourier transform spectroscopy and ROA uses

multi-channel array detectors called charge-coupled device (CCD) detectors. All other forms of

optical activity are either single-frequency measurements or scanned multi-frequencymeasurements.
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The structural richness of IR or Raman spectra permits the determination of the concentration of

multiple species present in solution as a function of time for a single non-repeating kinetic process. The

corresponding VCD and ROA spectra depend on both the concentrations and the ee values of the

multiple chiral species present. The ee of multiple species as a function of time can be extracted from

VOA spectra by first eliminating their dependence on the concentration of the species present. As a

result, VOA has the potential to be used as a unique in situmonitor of species concentration and ee for

reactions of chiral molecules.

While VOA has many unique advantages and capabilities, as highlighted above, most problems of

molecular structure are best approached by a combination of techniques. In addition, VOA cannot

presently be used in all cases, such as lowconcentration or rapid timescales, where othermethods, such

as electronic circular dichroism or femtosecond spectroscopy, have been successfully used. Never-

theless, VOA does have a unique place among themany powerful spectroscopic methods available for

molecular structure determination in diverse environments. It should bementioned that recently VCD

has been measured with sub-picosecond laser pulses raising the prospect that the limitation of VCD

measurement with rapid time evolution may be overcome in the near future.

1.2 Origin and Discovery of Vibrational Optical Activity

The emergence of VOA in the early 1970s was preceded by many earlier efforts to uncover the effects

of vibrational transitions in optical activity spectra, primarily optical rotation measurements in the

near-infrared and infrared regions. Tracing the origins and subsequent development of ROA andVCD

can only be done at a relatively superficial level. What follows in this and subsequent sections is an

attempt to capture the highlights of this story, but leaving out many closely related developments that

cannot be included by virtue of limited space. A more complete description of the history and

development ofVOA requires its owndedicated treatment in order to arrive at amore thorough account

of all the key events.

1.2.1 Early Attempts to Measure VOA

The discovery of optical activity in electronic transitions pre-dates the discovery of vibrational optical

by more than a century. The measurement of optical rotation (OR) dates back to early nineteenth

century (Arago, 1811)when the rotation of the plane of polarized light passing through quartz was first

measured. Subsequently, the same phenomenon in simple chiral organic liquids was observed for the

first time (Biot, 1815). The first measurements of circular dichroism (CD), the differential absorption

of opposite circular polarization states, were not achieved until much later (Haidinger, 1847) andwere

made in the amethyst form of quartz. CD in liquids was not measured until nearly 50 years later

(Cotton, 1895) for solutions of chiral tartratemetal complexes. For those interested in further details of

the origins of natural optical activity, several excellent reviews have been written of the history and

development of optical activity and the origins of circular polarization of radiation and molecular

chirality (Lowry, 1935; Mason, 1973; Barron, 2004). As will be shown in detail in Chapter 3, OR and

CD are closely related phenomena. The presence of OR at anywavelength in the spectrum of a sample

requires the presence of CD at the same or a different region of the spectrum, and vice versa. Because

OR is a dispersive phenomena related to the index of refraction, it appears virtually throughout the

spectrum at some level. As such, it is always accessible for measurement, whereas CD is restricted to

those regions of the spectrum where absorption bands occur.

The search for vibrational optical activity followed a path similar to that of electronic optical

activity just discussed. Early attempts to measure vibrational optical activity consisted of measure-

ments of OR extending to longer wavelengths towards the infrared spectral region. The earliest such

measurements (Lowry, 1935) yielded no indications that new sources ofCDmight lie in thevibrational
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region of the spectrum. Anomalous OR in a-quartz (Gutowsky, 1951) was reported for the infrared

region, but this was challenged and not contested (West, 1954), and was attributed to an instrumental

artifact. Similarly, reports of anomalies in the OR of chiral organic liquids were published (Hediger

and Gunthard, 1954), but later these observations were also concluded to be instrumental artifacts

(Wyss and Gunthard, 1966).

The earliest indication of VCD was the measurement of OR in the near-infrared (near-IR) region

(Katzin, 1964) where the monotonic behavior of the OR curve with wavelength (also known as

ORD) in a-quartz, indicated a source of CD further into the IR region. Similar conclusions were

reached a few years later (Chirgadze et al., 1971) regarding samples of chiral polymers. These

two reports refer only to indirect measurements of VOA using OR, and not of the VOA in the region

of the originating vibrational transition, called a Cotton effect. Beyond this point in the history of

VOA, no further OR measurements, either in the near-IR or the IR region, were reported until

recently, as mentioned above and discussed further in Chapter 3 (Lombardi and Nafie, 2009). This

absence of VORD occurred because instrumental artifacts are difficult to control for very small OR

measurements, and because OR curves are difficult to translate into quantities of direct quantum

mechanical significance.

1.2.2 Theoretical Predictions of VCD

The discovery of CD in vibrational transitions from isolated molecules was guided by early

theoretical studies. These efforts described VCD intensities through a blend of simple models of

CD with those for vibrational absorption intensities. Two theoretical predictions were particularly

important in that they predicted VCD intensities that appeared to be within the range of measurable

magnitude. The need to resort directly to simple models of VCD, rather than full quantum

formulations of VCD stemmed from the fact, as we shall see in detail in Chapter 4, that a complete

theoretical description of VCD is not possible within the Born–Oppenheimer approximation. This

failure occurs because the electronic contribution to the magnetic-dipole transition moment vanishes

for a vibrational transition taking place within a single electronic state of the molecule. This failure

yielded a physical inconsistency, as the unscreened nuclear contribution to VCD intensity proved to

be no problem whatsoever. Thus, the theory of VCD appeared to possess an internal enigma, and it

was not at all clear prior to its experimental discovery whether VCD would be an observable

phenomenon. As a result, the publication of simple model calculations was vital for the advancement

of the field beyond the level of intellectual speculation. It was not until the early 1980s that the

theory of VCD was understood in depth for the first time.

The first model formulation of VCD that could be applied to simple chiral molecules (Holzwarth

and Chabay, 1972) was based on the coupled oscillator model of electronic CD (See Appendix A for

theoretical description). The problem of the vanishing electronic contribution to the magnetic-dipole

transitionmoment in theBorn–Oppenheimer approximationwas avoided by developing an expression

for VCD based on a pair of chirally-disposed electric-dipole transition moments. If two coupled

electric-dipole vibrational transition moments in a molecule are separated in space and twisted with

respect to one another, their vibrational motion supports both VA and VCD. The pair of transition

moments can be thought of as a coupled-dimer pair of vibrations and their transitions as the action of a

coupled-oscillator pair of transitions. This model of CD is known as the coupled oscillator (CO) or

exciton coupling model and is described theoretically in Appendix A. The two coupled oscillators

result in two vibrational transitions that are slightly separated in frequency and have vibrational

motions that are in- and out-of-phase leading to a characteristic VCD couplet that is either

positive–negative from high to low frequency in the spectrum or the reverse depending on the twist

angle of the two oscillators. In the mirror-image (enantiomer) of the chiral molecule, the structure of

the pair of oscillators is identical but the twist angle, and hence the sense of the VCD couplet, is the

opposite. The predicted ratio of VCD to VA intensities for typical values of the electric-dipole
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transition moments of the dimer pair were reported to be in the range of from 10–4 to 10–5, which was

just within reach of infrared CD instrumentation available at the time.

A year later, a paper was published (Schellman, 1973) that gave further impetus to the search for

VCD spectra. In this paper, VA and VCD intensities were modeled by assigning a charge to each

nucleus that represents the nuclear chargeminus a fixed electronic screening of the nuclear charge. The

motion of these fixed partial charges located at the nuclei of a chiral molecule provided sufficient

physics for the determination of the electric- and magnetic-dipole transition moments, and hence VA

and VCD intensities, for any vibrational mode in the molecule. The problem of the vanishing

contribution of the electrons to the magnetic-dipole transition moment was avoided by transferring

that contribution, as static quantities, to the nuclear contribution where no such problem was present.

Here again, predicted intensities were in the range of from 10–4 to 10–5 for the ratio of VCD to VA for

particular transitions. This method of calculating VCD intensities, although somewhat crude, is

important because of its generality and absence of assumptions on the nature of the chiral molecule or

its vibrational modes. Themodel subsequently became known as the fixed partial charge (FPC)model

remains important today for its conceptual significance. A brief theoretical description of the FPC

model is given in Appendix A.

1.2.3 Theoretical Predictions of ROA

AswithVCD, the discovery of ROAwas preceded by theoretical prediction. In this case, a single paper

(Barron and Buckingham, 1971) established the theoretical foundation for ROA, both experimentally

and theoretically. For ROA, no fundamental enigma is present at the level of the Born–Oppenheimer

approximation, and hence there was no impediment to writing down a complete and internally self-

consistent theoretical formation. This paper was preceded by a description (Atkins and Barron, 1969)

of the Rayleigh scattering of left and right circularly polarized light by chiral molecules. These

two papers, taken together, established a completely new form of natural optical activity, namely

optical activity in light scattering, which became the theoretical basis for both Rayleigh and

Raman optical activity.

The experimental focus of the first ROA paper was a form of ROA that today is known as incident

circular polarization (ICP) ROA, defined above in Figure 1.2 and Equation (1.12a), although the SCP

form of ROAwas also described by means of a quantity termed the degree of circular polarization of

the scattered beam. The scattering geometry assumed for ROAmeasurements was the classical right-

angle scattering that was predominant at the time. The ratio of the intensity of ROA to Raman was

predicted to be in the range of from 10–3 to 10–4, althoughmodel calculations were not carried out until

after ROAwas discovered experimentally. These estimates, as in the case of VCD, were sufficiently

encouraging, relative to the sensitivity of existing experimental Raman instrumentation, that several

research groups undertook the attempt to measure ROA for the first time.

1.2.4 Discovery and Confirmation of ROA

The discovery of the first genuine ROA spectra was reported in 1973, a year before the discovery of

VCD was published. Three papers were published in that year from the laboratory of A.D.

Buckingham at the University of Cambridge, which were co-authored with postdoctoral associate

Laurence D. Barron and graduate student M.P. Bogaard (Barron et al., 1973a; Barron et al., 1973b;

Barron et al., 1973c). One of the molecules exhibiting ROAwas a-phenylethylamine in the spectral

region of low frequency vibrational modes between roughly 250 and 400 cm�1. This first ROA

spectrum is reproduced in Figure 1.3 (left) for both enantiomers of a-phenylethylamine (Barron

et al., 1973a). The reported ROA spectra from all three of these papers remained unconfirmed
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until 1975 when Werner Hug, working the laboratory of James Scherer at the University of

California, confirmed the ROA measurement of neat a-pinene and a-phenylethylamine (Hug

et al., 1975). This work also extended the spectral range of measurement to include fundamental

normal modes from approximately 200 to 3400 cm�1. This confirmation spectrum is shown in

Figure 1.3 (right).

It should be noted that in 1972 a research group from the University of Toronto (Bosnick

et al., 1972) and then in early 1973 from the University of Toledo (Diem et al., 1973) published

papers reporting ROA (termed Raman circular dichroism in the first case and circularly differential

Raman in the second) from simple chiral liquids. In both cases, samples of mirror-image pairs of

molecules gave equal and oppositely signed ROA spectra, although all the bands in the ROA

spectra of each enantiomer were the same sign. Both of these ROA spectra, measured in

polarization perpendicular to the scattering plane, where polarized Raman scattering is present,

were eventually shown to be the result of instrumental polarization artifacts sensitive to the optical

alignment and possibly the optical rotation of the chiral sample molecules. The genuine ROA

spectra reported from Cambridge were measured in parallel polarization as depolarized Raman

scattering, and were approximately an order of magnitude smaller, with the signs of the ROA

varying across the spectrum between positive and negative values for different vibrational modes of

the same molecule. These early erroneous reports threw an air of caution into the search for the first

genuine VCD spectra, which was underway at the same time that the discovery and verification of

ROA was taking place.

Figure 1.3 Discovery (left) and confirmation (right A) of the ROA spectrum of a neat liquid sample of
(þ )-a-phenylethylamine with the depolarized Raman spectra (left, and right B) and the polarized Raman
spectrum C. Reproduced with permission from the American Chemical Society (Left: Barron et al., 1973c;
Right: Hug et al., 1975)
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1.2.5 Discovery and Confirmation of VCD

The first measurement of VCD for a vibrational mode of an individual molecule was published in

1974 from the laboratory of George Holzwarth at the University of Chicago (Holzwarth

et al., 1974). The sample was 2,2,2-trifluoromethyl-1-phenylethanol as a neat liquid. This paper

was co-authored by postdoctoral associate E.C. Hsu with collaborators Albert Moscowitz and

John Overend of the University of Minnesota, who provided theoretical support, and Harry

Mosher from Stanford University, who provided the sample. The vibrational mode was the lone

methine C–H stretching mode of the hydrogen on the asymmetric carbon center of this chiral

molecule. This first published spectrum of VCD is reproduced in Figure 1.4 (left). It consists of

the VCD spectra of the (þ )-enantiomer, the (–)-enantiomer and the racemic mixture. It is clear

from this figure that this first VCD spectrum is just barely discernable above the noise of the VCD

spectrometer. Because of the difficulties encountered with the discovery of ROA, discussed

above, this result stood for more than a year as an unconfirmed report until this first spectrum was

measured and confirmed independently by a different research group using an IR-CD instrument

of a different design.

The confirmation of Holzwarth’s measurement was published from the laboratory of Philip J.

Stephens at the University of Southern California in 1975 and was co-authored by postdoctoral

associates Laurence A. Nafie and Jack Cheng (Nafie et al., 1975). As with ROA, the original

measurement was not only confirmed but was improved and extended to other vibrational modes. The

VCD spectrum of 2,2,2-trifluoromethyl-1-phenylethanol confirming the discovery of VCD is pre-

sented in Figure 1.4 (right).

In addition to the VCD spectrum in the C–H stretching mode, strong VCD spectra were

also recorded in the free and hydrogen bonded OH stretching region. In 1976, the first full paper

on VCD was published by Nafie, Keiderling, and Stephens, extending the measurement of

VCD to dozens of otherwise non-exceptional chiral molecules in the hydrogen stretching region

(Nafie et al., 1976). This paper showed that instrumentation could be constructed for the

Figure 1.4 Discovery (left) and confirmation (right) of VCD spectra from individual molecules for a sample
of neat 2,2,2-trifluoro-1-phenylethanol. Reproduced with permission from the American Chemical Society
(Left: Holzwarth et al., 1974; Right: Nafie et al., 1975)

Overview of Vibrational Optical Activity 13



routine measurement of the VCD spectra of ordinary chiral molecules, including metal complexes

and polymers.

1.3 VCD Instrumentation Development

Instrumentation for the measurement of VCD spectra has undergone several stages of significant

advancement, which we briefly discuss here. More complete descriptions of these advances will be

provided in Chapter 6 where VCD instrumentation is considered in detail.

1.3.1 First VCD Measurements – Dispersive, Hydrogen-Stretching Region

The first instruments constructed for measuring VCD spectra were dispersive scanning instruments

extended from operation in the visible and near-IR regions (Osborne et al., 1973) to cover the

wavelength regions of the hydrogen-stretching and mid-IR vibrational frequencies. The hydrogen-

stretching region extends from 4000 to 2000 cm�1, or 2.5 to 5.0microns (mm). It consists primarily of

fundamentals of O–H, N–H, and C–H stretching modes, as well as their deuterium analogs, O–D,

N–D, and C–D stretching modes. The higher-frequency region from 4000 to 14 000 cm�1 is widely

regarded as the near-IR region populated by overtone and combination bands of fundamental

vibrational modes, as well as low-lying electronic states of some metal complexes. The region from

2000 cm�1 to approximately 400 cm�1 is usually called the mid-IR region.

The first VCD measurements, which took place in the hydrogen-stretching region, were made

possible by several important technological advances that permitted measurements of absorbance

intensities in the IR to the level of 10–5 absorbance units. These advances were: (i) liquid-nitrogen

cooled semiconductor detectors with low noise and response times in the region of 1ms, (ii) infrared

photoelastic modulators (PEMs) with high modulation frequencies and large optical apertures of IR-

transparent materials, and (iii) solid-state lock-in amplifiers with high-stability, low-noise and high

gain. The components used for the first VCDmeasurement at the University of Chicagowere aNernst

glower source, a Ge PEM, and an InSb photovoltaic detector, whereas the group at the University of

Southern California (USC) employed a quartz-halogen lamp, two ZnSe PEMs and an InSb detector.

The InSb detector has a low-frequency cut-off near 2000 cm�1 and responds electrically to individual

photon strikes as opposed to standard IR detectors, which depend on the slower thermal diffusion

process. The fast response of the semiconductor detectors was critical for following the modulation

frequency of the PEMs, which are in the frequency region of tens of kilohertz. The two PEMs used at

USC represented a significant optical advance known as polarization scrambling (Cheng et al., 1975),

in which the second PEM is operated at a slightly different PEM frequency from the first PEM and at a

specific optical retardation to eliminate large sources of VCD artifacts that had plagued measurement

attempts with a single PEM.

1.3.2 Near-IR VCD Measurements

With capability established for measuring VCD in the hydrogen-stretching region, Keiderling and

Stephens carried out the first near-IR VCD measurement of combination bands and overtones

(Keiderling and Stephens, 1976). Essentially the same instrumentation employed in the hydrogen-

stretching regionwas used except that an InAs detector,with a cutoff of close to 3000�1was substituted

for the InSb detector. More than a decade passed before Abbate undertook additional near-IR VCD

measurements (Abbate et al., 1989) by converting a visible electronic CD spectrometer into near-IR

operation to about 6000 cm�1. The emphasis of this work is the study of the VCD of second and higher

overtones of fundamental CH-stretching vibrational modes.
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1.3.3 Mid-IR VCD Measurements

The low-frequency limit ofVCDobservation in the first few years following the discovery ofVCDwas

about 2800 cm�1, the low-energy limit of CH stretching vibrations. This limit was extended

considerably in 1978 to 1600 cm�1 using a PbSnTe detector on the USC dispersiveVCD spectrometer

(Stephens and Clark, 1979). In 1980, Keiderling, at the University of Illinois, Chicago, extendedVCD

measurements through much of the mid-IR to approximately 1200 cm�1 using an HgCdTe detector

(Su et al., 1980). Further extension of VCD in the mid-IR did not occur until Fourier transform (FT)

VCD spectrometers were developed and optimized by Nafie and co-workers at Syracuse University

where vibrational transition to as low of 800 cm�1 weremeasured (see the next section). Following the

advent of FT-VCD instrumentation, the low-frequency limit of VCD measurement was extended to

650 cm�1 (Devlin and Stephens, 1987) using dispersive instrumentation and a silicon detector with a

low frequency cut-off. Attempts to extend this limit to 300 cm�1 using a Fourier transformpolarization

division interferometerwere reported (Polavarapu andDeng, 1996) but currently remain uncertain due

to the small size of the possible VCD features relative to the noise level.

1.3.4 Fourier Transform VCD Instrumentation

The theory of rapid-scan double modulation Fourier transform difference spectroscopy, with

application to both circular and linear dichroism, or any other high-frequency modulation of the

IR beam, was published in 1979 (Nafie and Diem, 1979). The concept of Fourier transform CD

measurement had been pursued and demonstrated in France in the 1960s using step-scan instrumen-

tation in the visible region of the spectrum (Russel et al., 1972). The double modulation rapid-scan

approach used the idea of inserting a PEM, operating in the tens of kilohertz region, prior to the sample

in an FT-IR spectrometer and separating the double-modulated high-frequency VCD interferogram

from themuch lower frequencyordinary IR interferogramusing electronic filters. The output of a lock-

in amplifier tuned to the PEM frequency with a sub-millisecond time constant produces a VCD

interferogram that can be Fourier transformed and further processed to produce a final VCD spectrum.

Based on this methodology, the first FT-VCDmeasurements were carried out by Nafie and Vidrine

at the headquarters of theNicolet Instrument Corporation inMadison,Wisconsin, USA, in the summer

of 1978 (Nafie et al., 1979). These measurements employed an InSb detector and yielded FT-VCD in

the medium-IR region for the CH-stretching modes of camphor. Subsequently, at Syracuse University

in 1981, FT-VCD measurements were extended to the mid-IR region where VCD spectra of high

quality and high spectral resolution were measured from 1600 to 900 cm�1 for a variety of chiral

organic molecules, thus demonstrating the generality of FT-VCD instrumentation (Lipp et al., 1982).

The low-frequency limit of these measurements was imposed principally by the cut-off of the type-A

HgCdTe (MCT) detector with a low-frequency limit of detection of approximately 800 cm�1. This

advance not only ushered in a new era of VCD measurements in terms of simultaneous quality,

resolution and spectral range of VCD measurement, but it opened the mid-IR region to routine

measurement of VCD and considerably eased the task of constructing aVCD spectrometer. One could

now begin construction of a VCD spectrometer starting from a sophisticated computer-controlled FT-

IR spectrometer. Only the VCD accessory bench and auxiliary electronics needed to be assembled.

This brought VCD instrumentation within the reach of manufacturers of FT-IR spectrometers and

ultimately led to the commercialization of VCD spectrometers in the 1990s.

1.3.5 Commercially Available VCD Instrumentation

The commercialization of instrumentation for VCDmeasurements took place gradually. Both BioRad

(Digilab) and Nicolet (now Thermo Nicolet) helped interested customers equip their FT-IR spectro-

meterswithVCDaccessory benches in themid- to late 1980s, but neither company actively advertised
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VCD in their product literature. Throughout the early 1990s, both Nicolet and BioRad were helping

VCD researchers (Nicolet with Nafie at Syracuse University and BioRad with Keiderling at the

University of Illinois, Chicago) in various ways and were learning from them how to best equip an

FT-IR spectrometer for VCD operation. With the advent of step-scan FT-IR instrumentation in the

mid-1990s, interest in the possibility of commercially available VCD increased further, and Bruker

started working with Nafie at Syracuse University to develop a commercial VCD accessory.

A major breakthrough in commercial VCD instrumentation occurred when Rina Dukor, alongwith

Nafie, formed BioTools Inc., and convinced Henry Buijs and Garry Vail at Bomem Inc., an FT-IR

manufacturer in Quebec City, Canada, to team with BioTools to build a dedicated FT-VCD

spectrometer optimized with hardware and software for VCD measurement. In 1997, Bomem and

BioTools, in a joint venture, introduced the ChiralIR FT-VCD spectrometer to the market place as the

first stand-alone, fully-dedicated instrument for VCD operation. This instrument revolutionized the

field of VCD. For the first time, one could watch VCD spectra being collected and improved second-

by-second with each FT-scan, as the various steps of phase correction of interferograms, division of

VCD transmission by IR transmission spectra, and intensity calibration were automatically incor-

porated into the spectral collection and output displays.

Following this advance, other FT-IR manufactures, such as Nicolet, BioRad (now Varian), and

Bruker offered improved VCD accessory benches with dedicated software for VCD measurements.

However, the Bomem–BioTools VCD instrument (now assembled solely by BioTools) remained the

only single platformVCD spectrometer with factory pre-aligned optics available commercially.More

recently, Jasco has commercialized a single-platform VCD spectrometer in Japan. In 2009 BioTools

offered a second-generation FT-VCD spectrometer called the ChiralIR-2X in which all electronics

processing is reduced to a single PC card in the VCD computer, and up to three interferograms can be

collected simultaneously, one for the normal IR spectrum and two for the VCD and the VCD baseline,

the latter two of which are dynamically subtracted with each interferogram scan.

Over the past several years the number of research groups involved in measuring or calculating

VCDhas increased fromapproximately four towell over 50,more than an order ofmagnitude,with the

level of interest and activity increasing each year.

1.4 ROA Instrumentation Development

The construction of an ROA instrument that is relatively free of optical artifacts is muchmore difficult

to achieve than the corresponding instrumentation for VCD. As a result, prior to the development of

commercially available ROA instrumentation, the prevalence of ROA instrumentation world-wide

was limited, except for brief efforts, to essentially three research groups, namely those of Laurence

Barron in Glasgow, UK, Werner Hug in Fribourg Switzerland, and Laurence Nafie in Syracuse, New

York,USA, andwhere only the instruments atGlasgowandSyracuse havemaintained activity over the

30 years since the discovery of ROA. In this section, the historical development of the major advances

in ROA instrumentation is briefly described, with more technical details provided in Chapter 7 on

ROA instrumentation.

1.4.1 First ROA Measurements – Single Channel ICP-ROA

The first ROA measurements were carried out with dispersive scanning monochromators equipped

with single-channel photomultiplier tube detectors and photo-counting electronics. The optical layout

was right-angle scattering and the polarization modulation scheme was depolarized ICP-ROA. In

particular, the incident laser radiation was square-wave modulated between right and left circular

polarization states and the scattered light was passed through a linear polarizer that was set to be

parallel to the plane of scattering, thus producing depolarized Raman scattering intensities
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and eliminating polarized Raman scattering. The earliest measurements used either the 448 or the

514 nm lines of an argon ion laser. An advance using this basic instrumentation included the first

measurements of anti-Stokes ROA inGlasgow, which confirmed the theoretical prediction of the signs

and intensities for this type of ROA (Barron, 1976).

1.4.2 Multi-Channel ROA Measurements

Multi-channel ICP-ROA measurements were reported from the laboratory of Werner Hug at the

University of Fribourg in 1979 (Hug and Surbeck, 1979) and shortly thereafter from the laboratory of

Martin Moskovits at the University of Toronto (Brocki et al., 1980). Multi-channel detection

overcomes one of the most serious drawbacks of ROA measurement, namely the length of time

required for the detection of a spectrum with sufficient signal-to-noise ratio. Multi-channel detection

reduces the time required by nearly two orders ofmagnitude, thus dramatically increasing the access of

ROA spectra to experimental measurement. The measurements of Hug also featured a dual arm

collection scheme that permitted the first reportedmeasurements ofROA in perpendicular polarization

(polarized ICP-ROA) where artifacts were reduced by cancellation of artifacts of opposite sign in the

two collection arms.

1.4.3 Backscattering ROA Measurements

In 1982, Hug reported the design of an ICP-ROA instrument for measurements in backscattering

geometry (Hug, 1982). Unfortunately, this instrument, as well as Hug’s entire ROA laboratory, was

destroyed by a fire in the Chemistry Department at the University of Fribourg.With insufficient funds

to reconstruct his laboratory, Hug turned his attention for several years to theoretical calculations of

ROA; however, in 1989, with encouragement from Laurence Barron, he collaborated with Barron by

providing parts recovered from his 1982 instrument to build a new backscattering ROA spectrometer

in Glasgow (Barron et al., 1989). This work included the first measurements of ROAwith a charged-

coupled device (CCD) detector and revolutionized the measurement of ICP-ROA by reaching

unprecedented levels of speed of collection and spectral quality.

1.4.4 SCP-ROA Measurements

The theoretical basis for SCP-ROA was established by Barron and Buckingham when they first

considering Rayleigh and Raman optical activity in 1971. It was referred to as Pc, the degree of

circularity of the scattered beam, if linear polarized light was incident on the sample. However, it was

regarded more as a theoretical curiosity rather than an ROA intensity that could be readily measured

with available technology. The conceptual barrier was that the definition of Pc was couched more in

terms of a single property of scattered light, the small degree to which left or right circularly polarized

was in excess for the various Raman scattering intensities.

However, in 1988 Nafie reasoned that the entire scattered beam could be thought of as consisting of

only left and right circularly polarized contributions. The contributions could be measured separately

by using a zeroth-order quarter-wave plate such that one circular component would be converted into

vertically-polarized intensity and the other circular component would be horizontally-polarized

intensity. The two circular polarization components of the scattered beam could be then be separately

measured by using a linear polarizer to select either the right or left circularly polarized component of

the scattered radiation. If these two intensities were added, the ordinary polarized or depolarized

Raman spectrum would be obtained, and if subtracted, the Pc could be measured, not as a single

measurement but as the difference of twoRaman spectra, in the sameway that ICP-ROAwasmeasured

by switching the circular polarization states of the incident light back and forth and measuring the
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difference in Raman intensities. To draw attention to this analogy, the measured Pc spectrum was

referred to as scattered circular polarization ROA or SCP-ROA (Spencer et al., 1988). Subsequently,

with the help of Lutz Hecht and Diping Che, this instrument was redesigned and upgraded (Hecht

et al., 1991) to allow detailed comparisons of ICP-ROA and SCP-ROA of the same sample under the

same instrument conditions (Hecht et al., 1992).

1.4.5 DCP-ROA Measurements

The demonstration of the feasibility of the measurement of ICP and SCP forms of ROA led to the

theoretical prediction of twonewdual circular polarization formsofROA (NafieandFreedman, 1989),

designated DCPI-ROA and DCPII-ROA and defined in Section 1.1.3. Backscattering DCPI-ROA is a

purely depolarized form of ROA, and is the most efficient form of ROA relative to the intensity of the

parent Raman spectrum,DCPI-Raman, that can be performed. On the other hand,DCPII-ROA is a very

weak effect that vanishes in the far-from-resonance (FFR) approximation. The first measurements of

DCPI-ROAwere published in 1991 and confirmed the theoretical prediction of the effect made two

years earlier (Che et al., 1991). In general, the sum of DCPI-ROA and DCPII-ROA equals ICPu-ROA,

that is ICP-ROA measured with no analyzer or polarization discrimination in the scattered beam. In

1994, DCPII-ROAwas measured for the first time as the difference in between backscattering ICPu-

ROA and DCPI-ROA in a series of four molecules with increasing double-bond character, starting

from trans-pinane, which has no functionality (Yu andNafie, 1994). The corresponding increase in the

intensity of the DCPII-ROA spectrumwith increasing organic functionality signaled the breakdown of

the FFR approximation and the onset of pre-resonance Raman intensity.

1.4.6 Commercially Available ROA Instruments

The first, and to date the only, commercially available instrumentation for the measurement of ROA

was introduced by BioTools Inc., in 2003. The ChiralRAMAN spectrometer is an SCP-ROA

spectrometer with laser excitation at 532 nm designed along the lines of an SCP-ROA spectrometer

built by Hug at the University of Zurich. The details of the optical design of the Hug instrument were

described first (Hug and Hangartner, 1999) and its artifact reduction features were published a few

years later (Hug, 2003).Hug’s design embodies a number of novel features thatmake themeasurement

of ROA routine and more efficient than any ROA or Raman spectrometer previously constructed. The

most significant of these is that the right and left circularly polarized scattered radiation are measured

simultaneously on the upper and lower halves of the CCD detector, thereby eliminating the effects of

laser intensity variations and sample flicker noise in the measured SCP-ROA spectrum. The second

novel feature of this instrument is the use of electronically-controlled half-wave plates to eliminate

linear polarization components and equalize over time any bias in the instrument for detection of left

and right circularly polarized scattered light. The result is an instrument that measures SCP-ROA

spectra of high quality in a routine fashion thereby freeing the user to focus on the measurement and

interpretation of ROA spectra rather than optimizing and adjusting the performance of the instrument.

1.5 Development of VCD Theory and Calculations

Understanding the origin of VCD intensities and developing software for calculating VCD intensities

has passed through a number of stages, beginningwith simple conceptualmodels and culminatingwith

the current status of sophisticated quantum calculations that closely simulate experimentally

measured spectra. The two conceptual models that emerged from considerations of electronic optical

activity in the decades preceding the development of VCD were the coupled oscillator model and the
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one-electron model for a charge following a helical path. Not surprisingly, both of these conceptual

models can be found in the development of descriptions of VCD intensity.

1.5.1 Models of VCD Spectra

Models of VCD spectra were important for the development of this field because, as mentioned above,

the complete quantum mechanical description of VCD lies beyond the Born–Oppenheimer approx-

imation. A review of the variousmodels developed for the description of VCD has been published that

connects these models to the formal theory of VCD (Freedman and Nafie, 1994). The first theoretical

model ofVCD intensitywas published in two papers byDeutche andMoscowitz for vibrationalmodes

in polymers (Deutsch andMoscowitz, 1968; Deutsche andMoscowitz, 1970). The basic idea was that

of moving charges on the nuclei that comprised the structure of the polymer. The mathematical

formalism used in these papers was complex and simple expressions were not offered that could be

generally applied to other situations.

1.5.1.1 Coupled Oscillator Model

The first publication of a model of the VCD having wide applicability was on the coupled oscillator

model (Holzwarth and Chabay, 1972) (Appendix A). As noted above, VCD was shown to arise from

two identical oscillators in amolecule that were separated by a fixed distance andwere skewed relative

to one another. These two oscillators were assumed to couple such that two new vibrational modes

ensued from their coupling. One was the mode where the two oscillators moved in-phase with respect

to each other and the other where they moved out-of-phase. The model predicts VCDs of equal

magnitude and opposite sign for the two coupled modes. Estimates of the magnitudes of expected

VCD intensities were provided that served as an incentive for the experimental search for VCD

spectra. This model was failry general but nevertheless was restricted to cases where two near-

identical coupled vibrational motions could be found in a molecule.

1.5.1.2 Fixed Partial Charge Model

The second early model of VCD intensity was the fixed partial charge model of VCD intensity

(Schellman, 1973) (Appendix A). The model had its conceptual roots in the papers by Deutche and

Moscowitz, but more specifically used theoretically derived estimates of the excess positive or

negative fractional charge found on the individual nuclei of a molecule. This model shows that IR and

VCD intensities can be calculated for any chiral molecule for which partial charges are assigned to

each atomic nucleus and for which the relative displacements of each atom in the normal modes of the

molecule are known. Predictions of expected VCD intensities were given for selected vibrational

modes in a series methyl pyrrolidones, which were encouraging for the observability of VCD.

1.5.1.3 Localized Molecular Orbital Model

In 1977 Nafie and Walnut published the first model of VCD that used a quantum mechanical

description of the electronic motion (Nafie and Walnut, 1977) (Appendix A). In this approach, the

molecular orbitals of the molecule are first localized (LMOs) by one of several available methods,

resulting in orbitals with pairs of electrons corresponding to inner shell atomic orbitals, bonding

orbitals, and lone pairs. The motion of the centroid (average position) of charge of each LMO is

combinedwith themotion of each nucleus during a normal mode to predict the VA andVCD intensity.

1.5.1.4 Charge Flow Model

A generalization of the FPCmodel was published in 1981 by Abbate, Laux, Overend, andMoscowitz

(Abbate et al., 1981) and a similar versionwas published soon thereafter (Moskovits andGohin, 1982).

The idea is to permit the fixed charges on the nuclei to vary with nuclear motion rather than to remain
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fixed, as in the FPC model, leading to charge fluxes at the nuclei and charge currents between nuclei

along connecting bond lines. This flexibility overcame a major limitation to the FPC model but was

never implemented to any significant extent. Instead, this model was important conceptually as it

presaged the solution to the problem of the Born–Oppenheimer approximation.

1.5.1.5 Ring Current Model

The ring current (RC)model was first proposed in 1983 byNafie,Oboodi, and Freedman to explain the

anomalously large positive VCD associated with the lone methane (Ca–H) stretching mode of all the

L-amino acids (Nafie et al., 1983; Nafie and Freedman, 1986). All previously proposed empirical

models of VCDwere conservative in the sense that the sumof theVCDover all coupledmodes yielded

zero net VCD intensity, and thereby could not explain this excess VCD associated with the Ca–H

stretching modes of the L-amino acids, and subsequently other such modes. The basic idea of the RC

model is that a single oscillator generates a ring of vibrationally induced current that is not

accompanied by a corresponding motion of the nuclei. The current in the ring generates its own

unshielded oscillating magnetic dipole moment that combines with the electric-dipole moment of the

current-generating oscillator, such as a CH bond stretch, to produce largemonosignate VCD intensity.

After many years of successful application, cases were found that did not conform to the prediction of

theRCmodel (Bursi et al., 1990) and its active usewas discontinued in favor ofab initio calculations of

VCD. Further discussion of the ring current and other current models of VCD is given in Appendix A.

Other empirical or molecular orbital models of VCD were proposed over time (Freedman and

Nafie, 1994), but only the coupled oscillator model in a more general form has persisted past the

development of the rigorous formulation of VCD intensity and its subsequent implementation using

modern quantum chemistry methods, as described below.

1.5.2 Vibronic Coupling Theory of VCD

Asmentioned previously, theBorn–Oppenheimer (BO) approximation does not include the dynamical

response of the electron density in amolecule to nuclear velocity. This problemwas solved exactly for

the first time (Nafie and Freedman, 1983)where it was demonstrated that the lowest-order correction to

the BO approximation contains the missing vibronic coupling term that gives formally equivalent

electronic contributions to VA intensities using either the position or the velocity dipole moment

operators. By extension, a formally correct and complete description is thereby obtained for the

electronic contribution to themagnetic-dipole moment for a vibrational transition within a single non-

degenerate electronic state. Subsequently, it was shown (Nafie, 1983a) that the identified BO

correction term could be made imaginary by converting a quantum mechanical momentum operator

into a classical momentum coordinate, thus producing a missing correlation between electronic

current density in molecules correlated with associated classical nuclear velocities. This theory

supplements the normalBO correlation between static electron density and classical nuclear positions.

The new adiabatic wavefunction having parametric dependence on both classical nuclear positions

and velocities is termed the complete adiabatic (CA) wavefunction. The complete vibronic coupling

theory (VCT) by necessity includes a summation over all the excited states (SOS) of the molecule, a

fact that temporarily impeded the implementation of the theory of VCD for practical calculations for

several more years (Dutler and Rauk, 1989).

1.5.3 Magnetic Field Perturbation Formulation of VCD

Two years after the VCT theory was published, a magnetic field perturbation (MFP) formulation of

VCD was proposed (Stephens, 1985) based on the VCT theory of VCD published by Nafie. This was

followed a year later by the implementation of theMFP theory for two simple rigidmolecules thatwere
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chiral by deuterium substitution (Lowe et al., 1986a; Lowe et al., 1986b). The results were

encouraging and represented the first VCD spectra calculated from first principles, using ab initio

quantum mechanical algorithms, without underlying approximations in the theoretical expression

used. This represented a major advance to the field of VCD. In the MFP formulation of VCD, it was

shown that the explicit non-Born–Oppenheimer sum over electronic excited states in VCT theory

could be circumvented by replacing the summation with the algebraically equivalent perturbation of

the electronicwave functionwith an appliedmagnetic field, even though amagnetic field is not present

during a VCD measurement. This step also creates an imaginary component to the electronic

wavefunction, which supports the magnetic field generated electronic current density. The MFP

formalism was independently developed in the Ph.D. thesis of Galwas at the University of Cambridge

under the supervision of Buckingham (Galwas, 1983). This work was subsequently published but

calculated VCD intensities were not reported (Buckingham et al., 1987).

The SOS and MFP formulations of the VCT theory of VCD intensity are formally the same, but

offer different computation routes to the same result. Both formulations sample the physics of all the

excited states defined within the finite basis set used for the quantum chemistry calculations. In the

MFP formulations the sampling of the excited electronic states takes place within the solution of

coupled perturbed Hartree–Fock (CPHF) equations, whereas in the SOS formulation, the excited

states are used directlywithin the second-order perturbation theorywith explicit excited-state energies

without perturbing the electronic wavefunction in a self-consistent way. In 1989 the SOS formulation

of VCT was first implemented for VCD calculations (Dutler and Rauk, 1989).

1.5.4 Nuclear Velocity Perturbation Formulation of VCD

In 1992 the third formulation of VCD amenable for use with ab initio quantum chemistry programs

was published (Nafie, 1992). In the nuclear velocity perturbation (NVP) formulation of VCT theory,

the non-BO correction term is parameterized using the classical momenta of the nuclei and is used as

an energy perturbation to carry out CPHF theory of the electronic wavefunction. Nuclear velocity

dependence of the electronic wavefunction was included by the use of an exponential gauge factor on

the atomic orbitals, similar to the gauge factors used to describe so-called London orbitals (Lon-

don, 1937) or gauge-invariant atomic orbitals (GIAOs) (Ditchfield, 1974). GIAOs are currently used in

the calculation of magnetic properties of molecules, where, in the absence of such orbitals, the choice

of origin of the magnetic moment operator leads to undesired variation, origin dependence, in the

calculated results. The NVP gauge factor carries an explicit dependence of the nuclear velocity of the

basis-function orbitals on which the orbitals are centered. As the NVP formulation of VCD is a CPHF

approach to VCT theory, it represents an origin-independent alternative to avoid the explicit SOS

states of VCT theory. To date the NVP formulation of VCD has not yet been implemented. In the NVP

paper of Nafie, it was also demonstrated for the first time that GIAOs in the MFP formation of VCD

also produce an origin-independent formulation of VCD intensities. In 1993, the first calculations of

VCD using London orbitals were published (Bak et al., 1993).

1.5.5 Ab Initio Calculations of VCD Spectra

Since the first ab initio calculations of VCD reported in 1985, a number of significant advances have

beenmade, mostly pioneered by Philip Stephens in collaboration withMichael Frisch at Gaussian Inc.

These include overcoming the problem of origin dependence by implementing a distributed origin

treatment (Jalkanen and Stephens, 1988) and then implementing GIAOs, testing of basis sets for

relative accuracy, testing post-Hartree–Fock programs, such as second order Moller–Plesset (MP2)

(Stephens et al., 1994) and implementing density functional theory (DFT) and exploring available

functionals (Devlin et al., 1996). The result of this work is a minimal recommendation for the
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calculation of VCD intensities as a GIAO basis set at the level of 6-31G(d) or higher and DFTwith

hybrid functionals such as B3LYP or B3PW94. These minimal options for VCD calculations are

available in several quantum chemistry programs.

1.5.6 Commercially Available Software for VCD Calculations

With the breakthroughs in the practical formulation and ab initio calculations of VCD intensities, it

was not long before quantum chemistry programs included VCD as an option in the menu of available

calculated molecular properties. Several quantum chemistry packages have become available for the

calculation of VCD intensities. All use the MFP formulation of VCD intensities and offer a variety of

choices of basis sets and approaches to intensity calculations. The first of these was the Cambridge

Analytical Derivative Program Package (CADPAC, http://www-theor.ch.cam.ac.uk/software/cadpac.

html) from the University of Cambridge. The Dalton Program (http://www-theor.ch.cam.ac.uk/

software/cadpac.html) from the University of Olso, Norway, and Gaussian 98, 03 and 09 from

Gaussian Inc., (www.gaussian.com) in Wallingford, CT, USA soon followed with available VCD

subroutines. More recently the ADF programs from the Amsterdam Density Functional (ADF)

software packages fromScientificComputing andModeling (http://www.scm.com/) offer subroutines

for calculating VCD and ROA based density function theory (DFT) as opposed to a wider spectrum of

quantum chemistry methods. Of these, the Gaussian program package is currently the longest, most

established commercially available software for VOA calculations. With the advent of well-main-

tained software for the calculation of VCD spectra, the power of VCD to elucidate the structure of

chiral molecules became significantly enhanced and is now widely available to all who wish to

compare the measured and calculated VCD spectra.

1.6 Development of ROA Theory and Calculations

The theory of ICP-ROA in the far-from-resonance approximation has been known since 1971, more

than a decade before VCD reached an equivalent level of complete theory. Due in part, however, to its

greater theoretical complexity as a second-order perturbation phenomena with respect to the

interaction of light and matter, ROA theory passed through a long period of intensity models and

spectra–structure empirical correlation before the first ROA intensities were calculated using ab initio

quantum chemistry programs (Polavarapu, 1990). In parallel with this, amore complete elucidation of

the theory of ROA ensued where a more general theory was established (Hecht and Nafie, 1991) and

limiting cases, such as resonanceROA (Nafie, 1996),were examined. In this sectionwehighlight some

of the key developments between the initial statement of the theory and our present day understanding.

A complete treatment of ROA theory is given in Chapter 5.

1.6.1 Original Theory of ROA

For want of a better term, the original theory of ROA as published by Barron and Buckingham in 1971

described ICP-ROA for right-angle scattering using a theoretical treatment that avoided vibronic detail

in the sum over excited electronic states. In this limit, the so-called FFR limit, the resonance response

of themolecule is taken to be equivalent for both the incident and scattered radiation, theRaman tensor

is symmetric, there are only two Raman invariants and three ROA invariants. This theory was the

guiding light of ROA experiments for over a decade before a number of improvements were

introduced. The first of these was by Hug where backscattering ICP-ROA was first described

(Hug, 1982). Here it was demonstrated that ROA could be measured with several advantages in

backscattering compared with the traditional right-angle scattering geometry.
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1.6.2 Models of ROA Spectra

During the early years of the exploration of ROA, simple models played an important role in

understanding the possible origin of significant ROA spectral features. In the absence of ab initio

calculations, models and empirical correlation between spectra and structure were the only means to

understandROAspectra. Prominent among thesemodels is the perturbed degeneratemodemodel used

to explain bisignate ROAarising fromnear-degenerate vibrations of locally symmetric groups, such as

the degenerate anti-symmetric methyl deformation modes near 1450 cm�1. Another important model

is the two-group model that predicts bisignate ROA from pairs of coupled locally symmetric

polarizability groups. This model is the analog of the degenerate coupled oscillator (DCO) model

of VCD, for whichmany examples have been found experimentally. ForROA, however, few examples

of the two-group model of ROA have been identified experimentally, perhaps due to differences in the

origins of ROAandVCD intensities. Finally, there is the torsionmodemodel of ROA intensities that is

applicable to low-frequency torsional modes inmolecules. Thesemodels are extensively described by

Barron (2004) in his book on light scattering and optical activity.

1.6.3 General Unrestricted Theory of Circular Polarization ROA

In contrast to the original theory, the general unrestricted (GU) theory of ROA describes the full extent

of the theory of the various forms and scattering geometries of circular and linear polarization ROA

measurements (Nafie and Che, 1994). The forms of circular polarization (CP) ROA have been

described from the experimental viewpoint in Section 1.4, but beyond this there are four forms of linear

polarization (LP) ROA, yet to be discovered, as described in the next section. Behind these

developments lies a rich theory of ROA that has not yet been implemented in commercially available

computational software programs. Nevertheless, we describe here what this full theory entails and the

key advances in the theory of ROA that have led to its present stage of development.

The first steps toward the full unrestricted theory of ROAwere taken by 1985 in a paper describing

the asymmetry that arises between Stokes and anti-Stokes ICP-ROAwhen the symmetry of the Raman

and ROA polarizability and optical activity tensors is not assumed (Barron and Escribano, 1985).

A closely related symmetry breakdown was also noted between what is now called the ICP and SCP

forms of ROA, although the latter form of ROA was called the degree of circular polarization in

advance of its experimental discovery and renaming in 1987. Following the experimental discovery of

SCP and the theoretical prediction of DCP forms of ROA, the distinct theory of all four forms of

CP ROA was described by Hecht and Nafie for all possible scattering angles and typical linear

polarization schemes. No assumptions were made that would limit the applicability of the theory

(Hecht and Nafie, 1991). The aim of the paper was to compare and clarify the relative advantages and

disadvantages of the various ways of measuring ROA. The analysis confirmed that ordinary Raman

scattering is described by three Raman invariants, and ten ROA invariants. Experimental schemes can

be devised to isolate all three Raman invariants, but only six linearly independent combinations of the

ten ROA can be measured.

1.6.4 Linear Polarization ROA

While working on the GU theory of ROA, a new form of ROAwas discovered in backscattering or

forward scattering, known as linear polarization ROA (Hecht and Nafie, 1990). Here linear polar-

ization incident on the sample is scattered with the linear polarization state rotated to the left or the

right depending on the sign of the LP ROA. In LP ROA, one uses the imaginary part of the electric-

quadrupole ROA tensor and the real part of the magnetic-dipole ROA tensor. It can be shown that the

LP ROA tensors are only non-zero in the limit of resonance with one or more particular excited

electronic states of the molecule.
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1.6.5 Theory of Resonance ROA in the SES Limit

The theory of ROA for a molecule in resonance with a single electronic state (SES) is the simplest

theoretical expression for ROA scattering (Nafie, 1996). This theory, like the FFR theory, represents a

limiting case of the theory of ROA. In this limit, only A-term resonance Raman scattering is present,

and it is shown that the resulting ROA borrows all of its sense of chirality from the electronic circular

dichroism (ECD) associatedwith the single resonant electronic state. In fact, it is demonstrated that the

ratio of the ECD intensity of this band to the intensity of its parent absorption band, the anisotropy

ratio, is equal and opposite in sign to the corresponding ratio of the resonance ROA (RROA) to its

parent resonance Raman (RR) scattering intensity for all bands in the spectrum. The opposite sign

occurs because of the reverse definition of positive intensity in ROA (right minus left) as debated in

the literature (Barron andVrbancich, 1983; Nafie, 1983b). The direct correlation between SES-RROA

and the ECD of the resonant state means that the RROA, in this limit, is monosignate and the same

shape as its parent Raman spectrum, only smaller by the anisotropy ratio of the resonant electronic

state. Subsequently, the theory was confirmed for a pair of chiral molecules, each with a single

electronic state in resonance with the incident laser radiation (Vargek et al., 1998). This limit breaks

down as resonance with other states becomes important or when the resonance state is vibronically

coupled to nearby electronic states. If these other states have ECD of the opposite sign to the resonant

state, then the ROA spectrum can begin to have ROA bands of both positive and negative signs. The

theory of resonance ROA in the SES limit shows the most primitive association between the

occurrence of ROA and the ECD of all the excited electronic states responsible for the Raman

polarizability and ROA tensors.

1.6.6 Near Resonance Theory of ROA

More recently, a new theoretical limit of ROA has been defined called the near resonance (NR) theory

(Nafie et al., 2007), which connects the original far-from-resonance (FFR) theory to the SES theory. In

the FFR theory, as mentioned above, the Raman tensor is symmetric and there are only two Raman

tensor invariants and three ROA tensor invariants. Symmetry in the Raman tensor signifies that the

tensor response is equivalent in degree of resonance for the incident and scattered Raman radiation. As

resonance is approached, this equivalence of resonance degree breaks down. Once the Raman tensor

becomes even slightly non-symmetric, the number of tensor invariants increases from two to three for

Raman scattering and three to ten for ROA scattering. In the NR limit differences can been seen

theoretically between ICP and SCPROAandDCPII ROAbecomes non-zero. Unlike the FFR limit, the

NR limit, although almost as simple in form as the FFR theory, carries the full richness of theoretical

structure as the GU theory of Raman and ROA.

1.6.7 Ab Initio Calculations of ROA Spectra

As mentioned above, the first ab initio calculations of ROAwere carried out by Polavarapu in 1990.

The calculations were carried out at the Hartree–Fock level in the zero-frequency static limit for the

incident radiation without correction for origin dependence. Improvement in this methodology was

advanced by the use of London (GIAO) orbitals (discussed above for VCD theory) and linear response

theory (Bak et al., 1994). Using this methodology, calculations of ROA were carried out that were

independent of molecular origin and the frequency of the incident radiation was specified rather than

set to zero value.More recently, Hug has reportedROAcalculations using rarefied basis sets optimized

for the calculation of Raman and ROA intensities (Zuber and Hug, 2004). For the Raman and ROA

intensities he employedHartree–Fock linear response theory using London orbitals as implemented in

the Dalton Program with a basis set that includes ample diffuse functions but limited polarization

functions. The calculation of the optimized geometry, force field, and normal mode displacements
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were carried with more traditional basis sets, such as 6-311G��. This dual basis-set approach yielded
ROA intensities at the same level of accuracy as an aug-cc-pVDZ basis set, but at a fraction of the cost.

1.6.8 Quantum Chemistry Programs for ROA Calculations

Asmentioned in the previous section, the Dalton Program has included ROA calculations as an option

since 1997. Similarly to their VCD program package, the ROA calculations are implemented at a

variety of levels of theory, including self-consistent field (SCF), multiple-configuration SCF

(MCSCF), second-order Moller–Plesset (MP2) perturbation theory, coupled-cluster theory, and

density functional theory (DFT). The Gaussian program package included ROA calculations starting

with Gaussian 03 (Frisch et al., 2003) and with further improvements in Gaussian 09 (Frisch, 2009).

TheROA subroutines runmore slowly than the correspondingVCDsubroutines for the samemolecule

for two reasons.Thefirst is thatRamanandROAintensities placemoredemanding requirements on the

basis set used due to the need to calculate the response of the polarizability and optical activity tensors

with the nuclear motion, compared with electric and magnetic dipole moments for IR and VCD. The

second reason is that the Gaussian 03 programs for ROA tensor derivatives were executed by finite

difference which is very time-consuming, but the Gaussian 09 version has implemented analytic

derivatives for the ROA tensor derivatives, which now eliminates this second shortcoming.

1.7 Applications of Vibrational Optical Activity

The areas of application of VOA range almost as broadly as those of infrared and Raman spectroscopy

with the restriction that the samples be chiral molecules with a measurable amount of enantiomeric

excess. There are many ways to classify the applications of VOA. Most commonly, this is done either

by the type of sample, the type of measurement, or the type of information obtained. In this section we

provide an overview of applications of VOA without considering VCD and ROA separately. In

Section 1.8 we will compare and contrast these two pillars of VOA spectroscopy.

1.7.1 Biological Applications of VOA

Virtually all biologicalmolecules of significance are chiral.Most of these biologicalmolecules display

conformational preferences that are important for their roles as biological agents of structure or

dynamics. The structure of complex biologicalmolecules that havewell-defined conformations can be

determined by X-ray crystallography if the molecule can be isolated, purified, and crystallized.

Alternatively, solution-phase determinations at the level of atomic resolution can also be determined

by nuclear magnetic resonance (NMR) spectroscopy. Relative to these high-resolution techniques,

VOA offers some unique insights and contributions to our understanding of the structure of biological

molecules. Firstly, VOA is sensitive to chirality, as is X-ray crystallography, but without the restriction

of a single crystalline sample and a single conformational state. Secondly, VOA is measured in

solution under a variety of sampling conditions, similar to those ofNMR, butNMR is blind to chirality.

Further, as mentioned above, VOA is not restricted to the size of the biological molecule for which

information can be extracted, as occurs with NMR above a certain molecular weight.

VOA spectra have been measured for amino acids, peptides, proteins, sugars, carbohydrates,

oligosaccharides, nucleotides, DNA, RNA, glycoproteins, viruses, and bacteria. In short, all major

classes of biological molecules have been investigated. Most studies of biomolecules with VOA have

been aimed at correlating spectra with structural changes in the biomolecules on an empirical basis or

interpreted in terms of some model of VOA intensity. More recently progress has been made toward

the ab initioDFT calculation of VCD intensity for oligopeptides with up to as many as 20 residues for
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particular secondary structuremotifs (Bour andKeiderling, 2005). Parallel with these developments, a

sophisticated form of the coupled oscillator model has been used that simultaneously models IR,

polarizedRaman, depolarizedRaman, andVCD for a large number of tripeptides (Schweitzer-Stenner

et al., 2007). It has been shown that these molecules adopt a regular well-defined solution-state

conformation. Similar progress in ROA is possible in principle, but is currently hampered by lower

molecular size constraints for carrying out ROA ab initio calculations, although some progress in this

direction has been made recently (Herrmann and Reiher, 2007).

1.7.2 Absolute Configuration Determination

With the availability over the past decade of commercial instrumentation for the routine measurement

of VOA spectra, coupled with software packages for the accurate ab initio calculation of VOA spectra

over almost the same period, a new important area of application has rapidly emerged, namely the

determination of the absolute configuration of chiral molecules. Most of this activity has occurred for

VCD as both instrumentation for measurement and commercial software for calculation of ROA have

been available only since 2004. Nevertheless, everything that has been achievedwith VCD in this area

can in principle be performed with ROA, albeit not as simply nor as quickly.

Part of the rapid growth in VCD over the past decade, and ROAmore recently, has been due to the

commercial availability of instrumentation combined with a growing need for proof of absolute

configuration in the pharmaceutical industry. More than half of all the new pharmaceutical drugs in

discovery, development, and testing are chiral.Before a newpharmaceuticalmolecule canbepresented

to a regulatory agency for approval of sale to the general public, the absolute configuration must be

known beyond any doubt. The gold standard for the determination of the absolute configuration of a

molecule has been single-crystal X-ray diffraction using the Bijovet method. In this method, the

absolute stereochemistry of the single crystal sample can be determined from its anomalous X-ray

diffraction pattern by using a heavy atom to specify the phase of the diffraction. However, obtaining

single crystals of sufficient quality for the determination of absolute configuration can be difficult, and

sometimes impossible, to achieve. In the vast majority of such cases, it has been shown that VCD can

determine the absolute configuration of such chiral pharmaceutical molecules without ambiguity.

The VCD method of absolute configuration determination is carried out by comparing the

experimentally measured solution-phase VCD spectrum with the ab initio calculated VCD spectrum

(Freedman et al., 2003; Stephens and Devlin, 2000). In general, there are several tens of bands to

compare in sign and relative magnitude. When a good match is obtained between measured and

calculated IR andVCDspectra, the absolute configuration of the physical sample is known because the

absolute configuration of the molecular structure used for the theoretically calculated spectrum is

known. If the calculated VCD spectrum agrees in relative intensities but with opposite signs, then the

wrong enantiomer was chosen for the theoretical calculation, and the problem is easily corrected by

multiplying the theoretical spectrum by minus one.

1.7.3 Solution-State Conformation Determination

The IR absorption andVCD spectrumof amolecule is sufficiently sensitive that a goodmatch between

measured and calculated intensities is not possible unless the correct conformation, or distribution of

conformations, of the molecule in solution is first identified. In the case of small to medium sized

organic molecules or inorganic complexes, if more than one solution-state conformer is present in

significant population, the interchange between conformers occurs on the order of picoseconds, much

faster than the NMR timescale. As a result, NMR conformation analysis yields only an average of the

conformers present whereas vibrational spectra in general, and VOA in particular, consists of linear

superpositions of the contribution of each conformer present. In most cases, as the result of the large
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number of vibrational transitions in the spectrum, individual bands can often be found in themeasured

IR and VCD spectra that are specific to a particular conformer. When a distribution of conformers is

identified by ab initio calculation and a closematchwithmeasured IR andVCD intensities is achieved,

the resulting information obtained about the solution-state conformers present is unique. No other

technique currently available has the sensitivity to identify solution-state conformer populations of

chiral molecules, in addition to the identification of their absolute configuration.

1.7.4 Enantiomeric Excess and Reaction Monitoring

One of the simplest applications of any form of optical activity is the measurement of enantiomeric

excess (ee), also called optical purity, defined earlier in the chapter. A common form of the

measurement of optical purity is optical rotation, or specific rotation at a particular wavelength,

where the rotation value compared with a known standard gives the ee of the sample. Measurement of

ee was carried out for the first time in 1990 with VCD (Spencer et al., 1990) and in 1995 with ROA

(Hecht et al., 1995). An advantage of using VOA for eemeasurements is that themolecule is identified

by its VOA and parent vibrational spectrum at the same time that its ee is measured. This ensures that

unknown impurities are not present and that the parent IR or Raman spectrum provides a secondary

check on the identity and quantity of sample being measured. In optical rotation, for example, there is

no independent check if the concentration of the sample is correct for a known optical pathlength. This

is one reason that the temperature must be specified for optical rotation measurements, but no such

precaution is normally required for VOA determinations of ee.

In VOA, each band in the VOA spectrum represents an independent measure of the eewhen ratioed

to its parent vibrational band or compared with the corresponding VOA intensity of a known standard

of the same sample molecule. Owing to the large number of such bands that are unique to each

molecular species, and because these bands arewell resolved fromone another, the possibility exists of

simultaneous measurement of the ee of more than one molecule at a time. Such a determination is not

possible with optical rotation, and is difficult for electronic optical activity because electronic

absorption or CD bands are not well resolved or sufficiently distinct from one molecule to another.

Recently it was demonstrated that VCD could be employed to monitor the conversion of one chiral

molecule into another by continuous flow-cell sampling where, for a sequence of mid-IR FT-VCD

measurements, themole fractions and the ee s of the twomoleculeswere changing as a function of time

(Guo et al., 2004). In so doing, the ability of VCD to monitor the progress of a reaction of one chiral

molecule to another in terms of mole fraction and ee of both species was demonstrated. A similar

demonstration using near-IR FT-VCD showed that chiral reaction monitoring could be carried out in

either the mid-IR and the near-IR as desired with an accuracy of approximately 2% ee (Guo

et al., 2005). FT-VCD reaction monitoring of chiral purity of multiple species is possible not only

because of the structural richness of the IR and VCD spectra collected, but because all spectral

frequencies are collected simultaneously in Fourier transform spectroscopy, thus eliminating spectral

time biasing, which is unavoidable using a scanning spectrometer as required for ECD.

Presently, there are no spectroscopic techniques that combine sensitivity to chiralitywith traditional

forms of kinetics measurements to study the reaction mechanisms of chiral molecules. Moreover, in

the industrial sector, there is no process monitoring technique that combines traditional spectroscopic

probes, for example near-IR sensors, with chiral sensitivity. VCD offers a unique opportunity to probe

the dynamics of reactions of chiral molecules that will become increasingly important as the

capabilities of FT-VCD reaction monitoring are realized and implemented.

1.7.5 Applications with Solid-Phase Sampling

Anew area of VCD application is solid-phase sampling. This has beenmade possible by the reduction

in birefringence artifacts associated with the dual-polarization modulation methodology. Solid-phase

Overview of Vibrational Optical Activity 27



sampling has not been reported for ROA. This may be due to the higher susceptibility of ROA to

interference from particle scattering because of the shorter wavelengths in ROA compared with VCD.

However,VCDspectra have recently been reported for filmsof proteinswhere itwas demonstrated that

the absenceof solvent absorptiongreatly facilitates the acquisition of spectra and reduces the amountof

sample required for measurements (Shanmugam and Polavarapu, 2005). By careful film preparation,

VCD spectra almost identical with those of solution can be obtained. Other laboratories have reported

VCDinmulls,KBrpellets, and spraydriedfilms, and it has been shown thatVCD isvery sensitive to the

particle-size distribution of the sample and the crystalmorphology above the size of the unit cell (Nafie

and Dukor, 2007). Solid-phase sampling also permits direct comparison of VCD structure determi-

nation with that of X-ray crystallography, however, calculations of VCD for molecular solids has not

yet advanced to the statewhere an accurateVCDspectrumcanbe calculated for an arbitrary solid. Even

without the connection to calculations, structural characterization of solids and solid formulations of

pharmaceutical products has become a sensitive new area of application of VCD.

1.8 Comparison of Infrared and Raman Vibrational Optical Activity

It isnatural towant tocompareVCDandROA.Bothare formsofVOA. It ispossible todisplay IR,VCD,

Raman, and ROA of the same sample over the same range of vibrational frequencies (Qu et al., 1996).

When this is done, one finds that VCD and ROA are as different from one another as the parent IR and

Raman are from each other, and perhaps even more so because of the added dimension of the sign of

eachVOAband. Itmightbe suspected that thesignof aVCDbandand itsROAcompanionare relatedby

the commonmotion of the molecule in that vibrational mode. If there were such a correlation, or anti-

correlation given the opposite definition of the sign conventions in VCD and ROA, then the concept of

vibrational chiralitywould havemerit. However, no such correlation has been discerned, and one is left

toconclude that the signof aVCDorROAbandhasasmuch todowith theelectronicmechanism,dipole

moment derivatives with respect to nuclear motion for VCD versus the corresponding polarizability

derivatives for ROA, as it does with the chirality of the nuclear motion itself. In this section, a brief

comparisonofVCDandROAisprovided togive the readerabetter appreciationof the relative strengths

and weaknesses of these two complementary forms of vibrational optical activity.

1.8.1 Frequency Ranges and Structural Sensitivities

ROA was discovered in the low-frequency range below 500 cm�1 where, even after almost four

decades of development, VCDhas yet to be observed. The frontiers of ROAwere advanced from low to

high frequency, and, even today, ROA intensities in the high-frequency range of hydrogen stretching

motions areweak and difficult tomeasure. By contrast, the frontiers of VCDhave been advanced from

high to low frequency down to about 600 cm�1 but no further. The effective spectral range of VCD is

from 600 to 14 000 cm�1 when overtone and combination band transitions are included. By contrast,

the range ofROAcoverage is from50 to 4000 cm�1, althoughmostROAspectra are restricted to below

2000 cm�1. A great advantage of ROA is the coverage of low-frequency vibrationalmodes that may be

particularly sensitive to the conformation and dynamics of biological molecules. VCD on the other

hand has coverage to very high frequencies where near-IR process monitoring applications have the

clear potential to become very important.

BothVCDandROAare sensitive to vibrational coupling inmolecules. Their intensities derive from

the stereo-specific way in which vibrational motion, including the electronic response, is distributed

over the framework of the molecule. There are perceived differences, however, in the sensitivities of

VCD and ROA to this motion. Because electric dipole moments can couple through space by a

radiative mechanism that differs from through bond mechanical coupling, VCD appears to exhibit

through space coupling over distances larger than those seen in ROA. For example, in proteins, VCD
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shows large intensities in the amide I region that change dramaticallywith secondary structure through

dipole–dipole coupling of the carbonyl stretchingmotions,whereas ROA ismuchmore sensitive in the

amide III region, that arises from localized hydrogen bending motions near the chiral alpha carbon

center of peptides residues, which also vary with secondary structure. These different sensitivities of

ROA and VCDmake these techniques even more complementary than they might otherwise be. This

means that adding anROAspectrum to aVCDspectrumdoesmore than offer the same information in a

different form. Different structural information is emphasized and these two techniques are not

redundant in away that is evenmore striking than how ordinary IR andRaman are complementary and

non-redundant.

1.8.2 Instrumental Advantages and Disadvantages

ROA instrumentation is approximately twice as expensive asVCD instrumentation. Someof the added

cost derives from the fact that a Raman spectrometer equipped with a multi-element CCD camera is

more expensive than an FT-IR spectrometer of similar quality and spectroscopic resolution, and the

rest of the cost difference is due to the additional expense associated with the laser. Beyond the cost

difference, ROA instruments are more complex than the equivalent VCD instrument. ROA is more

difficult to measure than VCD due to the additional sensitivity of ROA to imbalances to circular

polarization modulation. The additional sensitivity comes from the variation of a Raman spectrum

with different states of relative polarization between the incident and scattered light beams, otherwise

known as the depolarization ratio. This ratio is huge relative to ROA intensities, and, as a result, any

leakage of the depolarization ratio into an ROAmeasurement introduces a large instrumental artifact

in the spectrum. The effect is most easily noticed in highly polarized bands that have the largest

differences between the polarization of the Raman scattering that is parallel versus that perpendicular

to the scattering plane. Commercial ROA instrumentation overcomes this sensitivity and other

imbalances through a series of additional optical elements and timing circuitry, as described under

the development of ROA instrumentation in Section 1.4, and also in Chapter 7.

1.8.3 Sampling Methods and Solvents

The most significant difference between sampling for VCD and ROA is the nature of the solvents that

are most easily and most commonly used. For VCD, the best solvents are relatively non-polar. If

hydrogen is present in the solvent, the deuterated analog is preferred as all hydrogen vibrational bands

are shifted to lower frequencies away from solute bands of interest. Polar solvents typically have high

absorbances and fewer windows for viewing the VCD spectra of solutes. In the case of water,

absorption bands are so broad and intense that VCD spectra can only be obtained for samples in high

concentrations using very short pathlengths, usually less the 10microns (mm). Water, on the other

hand, is a weak Raman scatterer, and as a result, aqueous solutions pose no difficulties in the

measurement of ROA. This is a significant advantage when studying biological molecules. However,

polar solvents havevery highRaman scattering intensities that can interferewith the collection ofROA

spectra of molecules dissolved in such solvents.

Sampling techniques for VCD and ROA follow closely those associated with their parent IR and

Raman spectroscopies. Because the laser beam can be focused to spot sizes measured in microns,

sample volumes for ROA can be in the microliter rangewithout loss of light collection efficiency. The

volumes of sample required for VCD spectral collection can also be reduced to sub-milliliter amounts

by a suitable choice of sample cell that has little if any dead space. In general, it can be concluded that

VCD andROAhave differences in samplingmethods but neither can be said to be superior to the other.

In the area of sample preparation there is a significant difference between ROA and VCD,

particularly for samples of a biological origin. This difference is associated with fluorescence, which
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can be very detrimental to the measurement of ROA spectra. In order to measure high quality ROA

spectra, samples must be chemically purified to eliminate as many impurities as possible, then filtered

with a micron hole size filter, kept free of dust and particulate matter, and if necessary filtered again

with activated charcoal. Only distilled, de-ionized water should be used in the preparation of aqueous

solutions for ROA measurements. The time invested in sample preparation is more than worth its

tradeoff in total measurement time in obtaining a high quality ROA spectrum. No such precautions are

needed for solution-phase VCD measurements.

1.8.4 Computational Advantages and Disadvantages

Aside from the issue of the non-Born–Oppenheimer contributions necessary for the formulation of

VCD intensities, the calculation of VCD spectra is much easier and faster than for ROA spectra. To

obtain similar levels of accuracy, lower demands are placed onVCD calculations compared with ROA

calculations in terms of basis sets and time required for the completion of runs. ROA requires more

sophisticated basis sets with ample diffuse functions to describe the more tenuous behavior off the

polarizability of amolecule in its response to incident radiation. Owing to its inherentlymore complex

theoretical expressionwith higher-order tensors for ROAcomparedwithVCD, and its resulting higher

requirements for basis set quality, it appears as though ROA will always be more demanding

computationally than VCD.

Neither VCD nor ROA place as many demands on calculations as those required for the calculation

of an electronic CD spectrum of comparable quality, as VCD andROA spectra do not typically depend

critically on individual excited electronic states, the properties of which are intrinsicallymore difficult

to calculate than those of the ground state of a molecule. Furthermore, in order to obtain the proper

bandshape of an ECD spectrum, the entire vibronic manifold must be calculated, which is similar to

calculating the entire VCD spectrum for each band in an ECD spectrum. Based on these considera-

tions, it appears that VCD enjoys a permanent advantage over all other forms of natural optical activity

in terms of its structural content and relative ease of accurate calculation. As computers improve and

become more powerful in the future, the advantage of VCD and ROAwill continue to be present as

calculated spectra move closer to their measured counterparts.

1.9 Conclusions

In this chapter, a brief outline has been given of the origins, development and current state of the art of

VOA. The aim has been to provide an overview of the topics that will be dealt with inmore detail in the

following chapters. Space does not permit a more detailed description of the history of VOA. By

necessity some important developments and contributions have not been included, but could be in a

more expanded treatment of this subject. If desired, this chapter could be read in isolation from the rest

of the book, not as a comprehensive review, but more of an impressionistic overview of what VOA is,

where did it come from, and howdid it get to its present state of development. In the following chapters,

details are provided in all key areas of VOA for the reader to investigate as desired.
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2

Vibrational Frequencies and Intensities

2.1 Separation of Electronic and Vibrational Motion

Understanding vibrational spectroscopy begins with understanding the nature of the motion of

electrons and nuclei in molecules during vibrational oscillations. In this chapter we will see that

electronicmotion determines the equilibrium positions of nuclei in electronic states aswell as defining

theway nuclei vibrate about these equilibrium positions. Infrared absorption intensities arise from the

combined contributions of the motion of the positively charged nuclei followed closely, but not

perfectly, by the negatively charged electrons. Raman scattering intensity, on the other hand, is a result

of only the electrons as they respond to the influence of the electromagnetic field of incident laser

radiation while being modulated by the underlying vibrational motion of the nuclei. The story of how

this is described mathematically begins with the separation in the quantum mechanical description of

the motions of the electrons and the nuclei in molecules.

2.1.1 Born–Oppenheimer Approximation

We begin by defining the Schr€odinger equation of a molecule in terms of the total HamiltonianH as:

HYmðr;RÞ ¼ EmYmðr;RÞ ð2:1Þ

where Ymðr;RÞ is the wavefunction of the molecule in the mth state with energy Em. The

wavefunction depends on the sets of Cartesian coordinates for the electrons r and nuclei R. In

writing Equation (2.1), the focus is on the electronic and nuclear motion, and we have excluded

terms for electron and nuclear spins as well as any external fields. We next write the total

Hamiltonian in terms of the kinetic energy of the electrons and the nuclei, the electron–electron

repulsion energy of the electrons, the electron–nuclear attraction energy, and the nuclear–nuclear

repulsion energy.

H ¼ TE þ TN þVEE þVEN þVNN ¼ HE þ TN ð2:2Þ
All the these energy terms, except for the nuclear kinetic energy, TN , can be gathered together to

form the Hamiltonian for the motion of the electrons, HE. The nuclear repulsion energy is included
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with the electronic Hamiltonian as a constant value of energy for a given set of nuclear positions,R. In

the Born–Oppenheimer (BO) approximation, the electronic motion is separated from the nuclear

motion by first solving the electronic problem with the nuclei fixed at the nuclear position R. This is

accomplished by assigning two quantum numbers, ey, to the total wavefunction, YA
eyðr;RÞ, and then

writing this wavefunction as a product of the electronic and nuclear wavefunctions, cA
e ðr;RÞfeyðRÞ,

where the superscript A refers to adiabatic as the wavefunction changes gradually and reversibly with

changes in nuclear position. With these changes, Equation (2.1) becomes:

HYA
eyðr;RÞ ¼ ðHE þ TNÞcA

e ðr;RÞfeyðRÞ ¼ EA
eyc

A
e ðr;RÞfeyðRÞ ð2:3Þ

where cA
e ðr;RÞ is the electronic wavefunction andfeyðRÞ is the nuclear wavefunction responsible for

describing the vibrational states (and rotational states, if any) y in the electronic state e of themolecule.

The operation of the electronic Hamiltonian on the electronic wavefunction is described by the

electronic Schr€odinger equation, written as:

HEc
A
e ðr;RÞ ¼ EA

e ðRÞcA
e ðr;RÞ ð2:4Þ

The BO approximation continues by assuming that terms arising from the operation of the nuclear

kinetic energy operator on the electronicwavefunction can be ignored. With this assumption, the last

two parts of Equation (2.3) can be written as:

cA
e ðr;RÞ½EA

e ðRÞþ TN �feyðRÞ ¼ cA
e ðr;RÞEA

eyfeyðRÞ ð2:5Þ

This equation now reduces to the Schr€odinger equation of the nuclear motion as the electronic

wavefunction can be cancelled on both sides of the equation because there are no further operators

acting on it, and we can write:

HNfeyðRÞ ¼ ½TN þEA
e ðRÞ�feyðRÞ ¼ EA

eyfeyðRÞ ð2:6Þ

where HN is the Hamiltonian associated with the total energy of the nuclei. It can be seen that the

eigenvalue of the electronic motion EA
e ðRÞ determined in Equation (2.4), which is a function of the

nuclear position, becomes the potential energy for the nuclear motion in electronic state e of the

molecule.

2.1.2 Electronic Structure Problem

Within the BO approximation, the description of the electronic structure of the molecule is governed

byEquation (2.4). In general, there is a lowest energy electronic state, called theground electronic state

of the molecule. There are also excited electronic states ranging from the lowest excited electronic

states up to a continuum of excited states, the most energetic of which correspond to ionization of

electrons from themolecule. Formost organicmolecules, the lowest excited electronic state lies in the

visible or near-ultraviolet (near-UV) region of the spectrum and the higher electronic states lie deeper

into the UV and X-ray regions of the spectrum.

The motion of individual electrons is too fast to follow, or even to think about. They are true

quantum, indistinguishable particles. The best we can do is to describe their probability density in

space. The electron probability density, as a function of the nuclear positions, is defined by writing:

reðr;RÞ ¼ cA
e ðr;RÞ�cA

e ðr;RÞ ¼ cA
e ðr;RÞ

�� ��2 ð2:7Þ
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The electron probability density for state e is the product of the electronic wavefunction and its

complex conjugate. This product is also the absolute square of the electronic wavefunction and is

denoted in Equation (2.7) by the square of the wavefunction flanked by vertical lines. The complex

conjugate is necessary in case the wavefunction is complex or pure imaginary as the probability

density is a real, observable property of the molecule.

The electronic structure of a molecule consists of the set of wavefunctions cA
e ðr;RÞ for all the

electronic states of the molecule. The probability density of each electronic state can be visualized by

plotting its probability density, reðr;RÞ, for some particular set of positions R of the nuclei. The

probability density of the ground electronic state usually has the simplest shape with no nodes, or

planes of zero electron density.Higher excited electronic states havemore constrained electron density

with increasing numbers of nodal planes and increasing electron energy relative to the ground

electronic state. This is analogous to a constrained oscillating stringwith energy levels that increases as

the number of nodes along the string increases and its oscillating wavelength gets shorter. The

electrons in excited electronic states in molecules have a similar set of constrained nodal motions

described spatially by the various electron probability densities, reðr;RÞ.

2.1.3 Nuclear Structure Problem

A major goal of this chapter is to understand vibrational motion in molecules in the ground

electronic state. In modern quantum chemistry this begins by solving the Schr€odinger equation for

the motion of the electrons given by Equation (2.4) and then finding sets of nuclear positions, R,

that correspond to local minima of the multi-dimensional energy surface EA
g ðRÞ, where we have

used subscript g to denote the ground electronic state. Each local minimum corresponds to a stable

conformation of the molecule. It can be shown that the best ground-state electronic wavefunction,

for a particular stable conformation, is the one that gives the lowest value for the energy EA
g ðRÞ in

its local minimum. Thus, for the ground state, the problem of finding the electronic wavefunction,

and hence its energy as a function of nuclear position, can be carried out iteratively as adjustments

are made to the wavefunction that reduce the value of the electronic energy to an acceptable local

minimum. Higher excited electronic states for each conformation can then be defined relative to

the ground electronic state. Once an electronic wavefunction has been determined and its nuclear

potential energy found, Equation (2.6) can be used to find the vibrational sublevels of the

electronic state.

The motion of the nuclei is governed by a Schr€odinger equation in the same way the electronic

motion is defined. Furthermore, the allowed vibrational energy levels of the nuclei are quantized, just

as the electronic energy levels are quantized, but because the nuclei have masses that are approx-

imately three orders of magnitude greater than those of the electrons, nuclear vibrational motion is

much slower and can be thought about and visualized classically. In fact, the BO approximation is the

mathematical step thatmakes this description possible. Nuclei are represented as being located atwell-

defined spatial positions with zero velocity and their vibrational motion can be pictured using arrows,

or vectors, whose magnitude and direction describe the relative motion of the nuclei away from their

equilibrium position for a given vibrational motion in the molecule. Simultaneous knowledge of the

position and velocity of a particle is forbidden by the uncertainty principle of quantummechanics, but

is allowed for the visual description of nuclear position and displacements or velocities for a molecule

undergoing vibrational motion within the BO approximation.

As a result, the vibrational structure problem lies at the very boundary between the world of

quantummechanics and theworld of classical physics that govern our perceived everyday experience.

It should be appreciated that the BO approximation therefore underlies our conceptualization of

molecular structure in terms of nuclei existing at well-defined positions, and vibrational structure as

periodic departures of the nuclei from those equilibrium nuclear positions.
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2.1.4 Nuclear Potential Energy Surface

Within the past two decades, there has been a revolution in quantum chemistry made possible by ever

faster desktop computers and improvements in the quantum mechanical descriptions of molecules,

primarily the description embodied by density functional theory (DFT). Before this revolution,

vibrational spectroscopists labored to define the potential energy of molecules, and therefore their

vibrational motion, in terms of parameterized force fields. Today, such efforts are rarely used as the

determination of the potential surface definedbyEA
g ðRÞobtained fromquantumchemistry calculations

exceeds the accuracy obtainable from parameterization methods. In quantum chemistry today, the

vibrational problem is solved by finding the values of the derivatives of the Taylor expansion of the

electronic energy as a function of the set of nuclear positionsR about the equilibrium nuclear position

R0 given by:

EA
g ðRÞ ¼ EA

g ðR0Þþ
X3N
J¼1

@EA
g

@RJ

 !
R¼R0

DRJ þ 1

2

X3N
J;J0¼1

@2EA
g

@RJ@RJ0

 !
R¼R0

DRJDRJ 0 þ � � � ð2:8Þ

The energy of the molecule at the equilibrium nuclear position is given by EA
g ðR0Þ and DRJ is the

displacement of the Jth nucleus from its equilibrium position RJ �RJ;0. The energy EA
g ðR0Þ is

the value at the local minimum of the multi-dimensional potential energy surface of a particular

stable molecular conformation. The slope and hence all first derivatives ½@EA
g ðRÞ=@RJ �R¼R0

are equal

to zero at R0. The second derivatives ð@2EA
g =@RJ@RJ0 ÞR¼R0

are the curvatures at the minimum of the

potential energy and also serve as the force constants defining the harmonic nuclear motion. When

the second derivatives represent quadratic displacements of the same nuclear coordinates, they are

termed diagonal force constants, and when they represent the product of two different coordinates,

they are termed off-diagonal force constants. Higher order derivatives describe anharmonic

corrections to the harmonic force field.

2.1.5 Transitions Between Electronic States

Descriptions of the intensities of vibrational transitions inmolecules rely on how the electrons respond

to vibrational motion. These descriptions in turn depend on electronic transitions between, typically,

the ground electronic state and higher electronic states. In this section we present theoretical

expressions for transitions in a molecule between pairs of electronic states and describe simple

visualizations of what happens in a molecule undergoing a transition between such pairs of states.

A more detailed, formal derivation of the expressions given in this section including the reduction of

the probability density of a multi-electron wavefunction to a probability over a single spatial

coordinate, r, is given in Nafie (1997) and in Appendix B.

Returning to the probability density for electrons in Equation (2.7), we suppress the dependence on

the nuclear position by considering the electron density for the ground electronic state at the

equilibrium nuclear position for that state.

rgðr;R0Þ ¼ cA
g ðr;R0Þ�cA

g ðr;R0Þ ¼ c0
gðrÞc0

gðrÞ ¼ rg;0ðrÞ ð2:9Þ

For simplicitywe have considered the electronic state to be non-degenerate andhence itswavefunction

is real.
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Similarly, we can define the electron probability density of a molecule in any excited electronic

state, e, at the same equilibrium nuclear position, namely the equilibrium position of the ground

electronic state, as:

re;0ðrÞ ¼ c0
eðrÞc0

eðrÞ ð2:10Þ

An electronic transition from the ground electronic state to an excited electronic state occurs on a time

scale faster than the nuclei can move, and hence it is useful consider the equilibrium position of the

ground electronic state as a convenient reference for describing transitions between the ground state

and any excited state.

A quantity called the transition probability density (TPD) is defined by:

Q0
geðrÞ � c0

gðrÞc0
eðrÞ ð2:11Þ

The TPD describes the overlap probability density between the ground and excited electronic states. It

is the simplest spatial representation of the relationship of electronic structure between any

two electronic states. During an electronic transition, the TPD oscillates at the transition frequency,

given by:

n0eg ¼ ðE0
e �E0

gÞ=h ð2:12Þ

where E0
g and E

0
e are the energies of the two electronic states at the ground-state equilibrium position.

Pairs of electronic states in a molecule are orthogonal, which means that the integral over all space of

the TPD is zero.

ð1
�1

Q0
geðrÞdr ¼

ð1
�1

c0
gðrÞc0

eðrÞdr ¼ 0 ð2:13Þ

This happens in this case because the wavefunction of the ground electronic state is positive

everywhere with no nodal plane or surface where the sign of the wavefunction changes from positive

to negative. On the other hand, electronic excited states have one or more nodal surfaces. Summing

up the product of the ground and excited state electronic wavefunction, or the product of any

two electronic-state wavefunctions in the molecule, over all space yields zero exactly.

In order to describe an electronic transition, integration over all space is required and some operator

is needed to make the transition integral, or matrix element, non-zero.

The simplest such operator is the electron position operator given by

ð1
�1

c0
eðrÞ�rc0

gðrÞdr ¼ c0
e

���r���c0
g

D E
ð2:14Þ

In writing Equation (2.14), we have adopted the bra and ket notation of quantum mechanics to

represent integrals over all space, where g is the initial state and e is the final state. The dipole moment

operator is defined as the product of the charge ej times the position rj of its constituent particles

given by:

m ¼
X
j

ejrj ¼� e
X
j

rj¼� er ð2:15Þ
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which for electronic states can effectively be just the sum of the contributions of the electrons, as

expressed by the second and third equalities. The electric dipole transition moment of a molecule is

given by:

mh i0eg ¼ c0
e

���m c0
g

��� ED
ð2:16Þ

where, on the left side, we have further simplified the notation describing the integrals over all space.

The transition dipole moment is not directly observable, but its absolute square, D0
r;eg, the dipole

strength, is proportional to the absorption intensity of the transition between the ground and excited

electronic states of the molecule. The position form of the dipole strength is given by:

D0
r;eg ¼

D
c0
e

���m c0
g

��� E�
�
D
c0
e

���m c0
g

��� E
¼
��� c0

e

���m c0
g

��� ED ���2 ð2:17Þ

Finally, we define the transition dipole density (TDD) as the electron position-weighted TPD given

by Nafie (1997) and Freedman et al. (1998):

M 0
geðrÞ � rQ0

geðrÞ ¼ c0
gðrÞrc0

eðrÞ ð2:18Þ

The TDD is the integrand of the position form of the electric dipole transition moment in

Equation (2.16) and is a vector field emanating from the origin of coordinates of the molecule and

describing the contribution of each point in space to the observed dipole strength. Because the field

lines in Equation (2.18) emanate from the origin of coordinates, the field is origin dependent even

though the corresponding integral over all space is not. Shifting the origin of coordinates by a constant

amount in the transitionmoment in Equation (2.16) has no effect as the constant is not an operator, and

the electronic wavefunctions are orthogonal.

2.1.6 Electronic Transition Current Density

In the section above we described transitions between electronic states in molecules in terms of the

probability density and the position operator of the electrons. In this section, we complement that

description by considering the corresponding time-dependent description involving electron current

density. We will need the current density description of transitions between electronic states in a

molecule when we describe electron current density generated by the velocities of nuclei undergoing

vibrational motion. This description is accomplished by defining the transition current density (TCD)

of a molecule between any pair of pure electronic states, in this case the ground and an electronic

excited state (Nafie, 1997; Freedman et al., 1998), as:

J 0
geðrÞ �

�h

2m
c0
gðrÞrc0

eðrÞ�c0
eðrÞrc0

gðrÞ
h i

ð2:19Þ

where the operator r is the vector derivative operator @=@r. The TCD describes the vector field

associated with the motion of electron probability density as it oscillators at transition frequency n0eg.
TCD is the dynamic velocity-based description of the TPD defined above, both of which oscillate at

n0eg during an electronic transition between the states e and g of the molecule. This close relationship

can be expressed in terms of the continuity equation:

�r � J 0
geðrÞ ¼ v0

egQ
0
geðrÞ ð2:20Þ
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Here the radial transition frequency v0
eg is equal to 2pn0eg. Equation (2.20) states that the gradient

of the TCD across the boundary of a volume element in the space of the molecule is equal to the

transition frequency times the TPDwithin the volume element of space. In other words, the oscillation

of TPD at the frequencyv0
eg during an electronic transition is a conserved quantity. It is neither created

nor destroyed at any point in space, but rather flows in the form of TCD from one point to another like a

continuous fluid.

Avelocity version of the dipole strength can be defined that is complementary to the positionversion

given in Equation (2.17) as:

D0
v;eg ¼

1

v0
eg

 !2��� c0
e

��� _m c0
g

��� ED ���2 ð2:21Þ

where the velocity form of the electric-dipole transition moment, assuming a real electronic

wavefunction, can be written as:

c0
e

��� _m c0
g

���D E
¼� e

ð1
�1

c0
eðrÞ_rc0

gðrÞdr

¼ ie�h

m

ð1
�1

c0
eðrÞð@=@rÞc0

gðrÞdr

¼� ie�h

2m

ð1
�1

½c0
gðrÞrc0

e �c0
eðrÞrc0

gðrÞ�dr

¼� ie

ð1
�1

J 0
geðrÞdr ð2:22Þ

Here we have used the quantum mechanical definition of the electron velocity operator as its

momentum divided by its mass given by:

_r ¼ p=m ¼ � i�hð@=m@rÞ ¼ � i�hr=m ð2:23Þ

We can see that the TCD defined in Equation (2.19) is simply the integrand of the velocity form of

the electric dipole transition moment defined in Equation (2.22). In contrast to the TDD,M 0
egðrÞ, the

TCD, J 0
egðrÞ, is origin independent and hence is a unique spatial representation of the oscillatory

motion of electron charge density during an electronic transition. For exact electronic wavefunc-

tions, the integration of both the TDD and the TCD yields the same value of the dipole strength in

Equations (2.17) and (2.22) for the transition between electronic states g and e, because according to

the hypervirial theorem of quantum mechanics the position and velocity forms of the transition

matrix elements are related by:

c0
e

��� _m c0
g

��� E
¼ iv0

eg c0
e

���m c0
g

��� EDD
ð2:24Þ

2.2 Normal Modes of Vibrational Motion

Molecules are assemblies of atomic nuclei held in a potential of electron density that balances the

attraction of negatively charged electrons to positively charged nuclei against themutual repulsions of
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electrons among themselves and the nuclei among themselves. The nuclei possess nearly all the mass

of themolecule. Because the nuclei are somuch heavier than electrons, their vibrational motion can be

considered classically, even though vibrational energy levels are quantized. This alone is not surprising

asmany classical systems that are confined by boundary conditions, such as a string tightly held at each

end, experience quantized allowed energy levels. We consider first the degrees of freedom of a

molecule compared with the degrees of freedom of its individual atomic nuclei.

2.2.1 Vibrational Degrees of Freedom

A molecule comprised of N nuclei has a total of 3N degrees of spatial freedom, three Cartesian

directions, x, y, and z, for each nucleus. However, because the molecule is an intact structure, three of

these degrees of freedom must be reserved for the translational freedom of the molecule as a whole.

Furthermore, the molecule has three degrees of rotational freedom, unless it is a perfectly linear

molecule, in which case it has only two degrees of rotation freedom. If these degrees of freedom are

subtracted from the total, one obtains 3N – 6 internal degrees of spatial freedom, or 3N – 5 in the case of

a linear molecule. These internal degrees of freedom correspond to the vibrational degrees of freedom

of the molecule for which the center of mass of the molecule does not move and the molecule as a

whole does not rotate about any axis.

2.2.2 Normal Modes of Vibrational Motion

Nature partitions the vibrational degrees of freedom of a molecule into normal modes of motion. Each

normalmode is independent of all the other normal modes even though, in principle barring symmetry

restrictions, every nucleus of the molecule participates to some degree in every normal mode of

vibration. Each normal mode also has a well-defined vibrational frequency, which is obtained by

starting from the nuclear wave equation given in Equation (2.6). Inserting the expression for

the nuclear kinetic energy in Cartesian coordinates into this equation for the ground electronic state

we obtain:

XN
J

1

2
MJ

_R
2

J þEA
g ðRÞ

" #
fgyðRÞ ¼ EA

gyfgyðRÞ ð2:25Þ

where the nuclear masses and velocities are MJ and _RJ , respectively. If we combine this equation

with the expression for the vibrational potential energy in Cartesian coordinates, EA
g ðRÞ, given in

Equation (2.8), we obtain the following equation for the vibrational nuclear motion of the ground

electronic state:

XN
J

1

2
MJ

_R
2

J þ
1

2

XN
J;J0¼1

@2EA
g

@RJ@RJ 0

 !
R¼0

DRJDRJ 0

" #
fgyðRÞ ¼ EA

gyfgyðRÞ ð2:26Þ

Herewe have utilized the fact that at a local equilibrium nuclear equilibrium position,R0, the constant

term EA
g ðR0Þcan be taken to be zero for the vibrational problem, and all the first derivatives of the

potential energy EA
g ðRÞcan also be set equal to zero when evaluated at R ¼ R0. We have kept only

the quadratic terms for the potential energy which restricts the solution of Equation (2.25) to the

harmonic approximation.

It is important to notice that, unlike the potential energy, the nuclear kinetic energy has no terms

that couple the contributions of different nuclear coordinates. As shown below, the solution of
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Equation (2.26) in terms of normal coordinatesmaintains the independence of nuclear contributions in

the kinetic energy while creating the same independence for the nuclear potential energy. The

transformation from Cartesian coordinates to normal coordinates therefore completely decouples the

normal coordinates from one another, reducing an equation with dimensions of 3N to a set of 3N – 6

independent one-dimensional problems, each with its own energy eigenvalue and vibrational

frequency. The coordinate transformation that connects each Cartesian coordinate to the set of

normal coordinate is given by:

DRJ ¼
X3N� 6

a

@RJ

@Qa

� �
Q¼0

Qa DRJ0 ¼
X3N� 6

b

@RJ 0

@Qb

� �
Q¼0

Qb ð2:27Þ

Substitution of this transformation into the expression for the potential energy in Equation (2.26)

initially gives the expression:

EA
g Qð Þ ¼ 1

2

XN
J;J0¼1

X3N� 6

a;b

@RJ

@Qa

� �
Q¼0

� @2EA
g

@RJ@RJ0

 !
R¼0

� @RJ0

@Qb

� �
Q¼0

QaQb ð2:28Þ

Because this transformation eliminates all cross-terms from different normal coordinates,Qa andQb,

to the potential energy, after summation over J and J0, it reduces to an expression with only squares of
individual normal coordinates Qa:

EA
g Qð Þ ¼ 1

2

X3N� 6

a

@2EA
g

@Q2
a

 !
Q¼0

Q2
a ¼

1

2
kg;aQ

2
a ð2:29Þ

Here kg;a is the force constant for normalmode a, which is simply the second-derivative of the potential

energy, or curvature, associatedwith the potential well of normalmode a in the ground electronic state.

We can now write the vibrational wave equation in Equation (2.25) in terms of normal coordinates as:

1

2

X3N� 6

a

_Q
2

a þ
1

2

X3N� 6

a

kg;aQ
2
a

" #
fgy Qð Þ ¼ EA

gyfgy Qð Þ ð2:30Þ

The nuclear masses no longer appear explicitly as the normal coordinates are mass weighted

coordinates with dimensions of length times mass to the one-half power (l�m1/2). Because there are no

terms that depend on products of different normal coordinates, Equation (2.30) can be written as a set

of 3N – 6 isolated wave equations for each normal coordinate of vibration:

1

2
_Q
2

a þ
1

2
kg;aQ

2
a

� �
fgy Qað Þ ¼ EA

gy;afgy Qað Þ ð2:31Þ

2.2.3 Visualization of Normal Modes

Once the force constant matrix given by the potential energy expression in Equation (2.26) has been

diagonalized to give the new potential energy expression Equation (2.29), the transformation from
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Cartesian to normal coordinates is known. This transformation can been inverted to give the

expressions for each normal mode in terms of Cartesian displacement vectors:

Qa ¼
XN
J

@Qa

@RJ

� �
R¼0

�DRJ ð2:32Þ

The derivative evaluated at R ¼ 0 represents a set of coefficients describing the vector contribution of

each nucleus to the normal mode Qa. This equation can be written explicitly for the x, y and z

components of each Cartesian displacement vector, DRJ as:

Qa ¼
XN
J

Xx;y;z
a

@Qa

@RJa

� �
R¼0

DRJa ¼
XN
J

@Qa

@RJa

� �
R¼0

DRJa ð2:33Þ

In the second part of the equation, we have adopted theEinstein summation conventionwhere repeated

Greek subscripts representing the Cartesian components are automatically summed over x, y, and z

without an explicit summation sign.

The contribution of each nucleus J to the normal mode Qa is also contained in the original

transformation in Equation (2.27) where we define the so-called S-vector as:

SJ;a ¼ @RJ

@Qa

� �
Q¼0

or SJa;a ¼ @RJa

@Qa

� �
Q¼0

ð2:34Þ

and where we have written the S-vector both in vector form and Cartesian component form.

The S-vectors provide a basis for visualizing the nuclear displacements associatedwith each normal

mode. They are the vectors of each nucleus, the magnitude and direction of which depict how each

nucleus moves in concert in normal mode Qa.

2.2.4 Vibrational Energy Levels and States

Equation (2.31) can be solved by using the following relation for the quantummechanical operator for

velocity of the ath normal mode, _Qa ¼ Pa ¼ � i�h@=@Qa to yield:

1

2
� �h2@2

@Q2
a

þ kg;aQ
2
a

� �
fa
gy Qað Þ ¼ EA

gy;af
a
gy Qað Þ ð2:35Þ

No mass factor appears for the kinetic energy term or between the velocity and momentum,
_Qa ¼ Pa, because, as noted above, the normal mode coordinate Qa is mass weighted.

The solution of Equation (2.35) yields evenly separated energy levels of the harmonic

oscillator, namely,

EA
gy;a ¼ ðyþ 1=2Þ�hva ð2:36Þ

where va ¼ ðkg;aÞ1=2 and fa
gyðQaÞ is the wavefunction of the yth energy level of normal mode a.
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2.2.5 Transitions Between Vibrational States

In the harmonic oscillator approximation transitions between vibrational states are governed by

selection rules that allow only transitions from state y to state y0 between adjacent energy levels,

namely, y0 ¼ y � 1, according to which,

fa
gy0 ðQaÞ

���Qa fa
gyðQaÞ

���D E
¼ yþ 1

0

� �� �1=2 �h

2va

� �1=2
ð2:37Þ

where in the column bracket, the upper option, 1, holds for y0 ¼ yþ 1and the lower option, 0, holds for

y0 ¼ y� 1. Thus, for transitions between the levels 0 and 1, either up (0 to 1 first transition integral

below) or down (1 to 0 second transition integral below) we have:

fa
g1

���Qa fa
g0

���D E
¼ fa

g0

���Qa fa
g1

���D E
¼ �h

2va

� �1=2
ð2:38Þ

Here we have simplified the notation for the vibrational wavefunction to be fa
gy instead of f

a
gyðQaÞ. A

similar result is obtained for the velocity (ormomentum) form of the vibrational transitionmoment. In

this instance the expression analogous to Equation (2.37) is:

fa
gy0

��� _Qa fa
gy

���D E
¼ �i yþ 1

0

� �� �1=2 �hva

2

� �1=2
ð2:39Þ

and for fundamental transitions between the zeroth and first vibrational levels:

fa
g1

��� _Qa fa
g0

���D E
¼ � fa

g0

��� _Qa fa
g1

���D E
¼ i

�hva

2

� �1=2
ð2:40Þ

Notice that this transition integral is pure imaginary, due to the velocity or momentum operator,

given just before Equation (2.35), and the integral has opposite signs for the transitions 0 to 1 and 1 to 0.

Finally, the vibrational position and velocity transition moments obey the hypervirial relationship in

the same way that transition moments for pure electronic transitions do in Equation (2.24), namely:

fa
g1

��� _Qa fa
g0

��� E
¼ iva fa

g1

���Qa fa
g0

��� EDD
ð2:41Þ

2.2.6 Complete Adiabatic Approximation

We now introduce a generalization of the BO approximation known as the complete adiabatic (CA)

approximation, which adds nuclearmomentum or velocity dependence of the nucleus to the electronic

wavefunction. This generalization is needed for formulating VCD intensities in terms of nuclear-

velocity dipole-moment derivatives to be described in Chapter 4. Previously, we wrote the adiabatic

wavefunction as:

YA
eyðr;RÞ ¼ cA

e ðr;RÞfeyðRÞ ð2:42Þ
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as the form of the solution of the BO Schr€odinger equation given in Equation (2.3)

ðHE þ TNÞcA
e ðr;RÞfeyðRÞ ¼ EA

evc
A
e ðr;RÞfeyðRÞ ð2:43Þ

We evaluated this equation by ignoring terms resulting from the operation of the nuclear kinetic

energy on the electronic wavefunction by writing TNc
A
e ðr;RÞfeyðRÞ as equal to cA

e ðr;RÞTNfeyðRÞ.
Instead, we now include cross-terms responsible for coupling between nuclear and electronic

velocities by writing:

TNc
A
e ðr;RÞfeyðRÞ ¼

P2

2M
cA
e ðr;RÞfeyðRÞ ¼

� i�h@=@Rð Þ2
2M

cA
e ðr;RÞfeyðRÞ

¼� i�h
@cA

e ðr;RÞ
@R

�
 

� i�h

M

@

@R

!
feyðRÞ ¼ � i�h

@cA
e ðr;RÞ
@R

� _RfeyðRÞ
ð2:44Þ

Here P is the general nuclear momentum equal to M _R where M is the mass of whichever nucleus is

referred to by the general nuclear coordinate R. The first step in this equation is to write

TN ¼ M _R
2
=2 ¼ P2=2M. Then the quantummechanicalmomentumoperator � i�h@=@R is substituted

forP. Next, the cross-term is created by operatingwith each of the twomomentum operators only once

on the electronic wavefunction while the other operator, as a velocity operator, passes through to the

nuclearwavefunction. In the last step of this equation, the nuclear velocity operator,P=M, is converted

back into its classical form as a parametric variable of the electronic wavefunction by the substitution

� i�h

M

@

@R
¼ _R ð2:45Þ

The last part of Equation (2.44) gives the new perturbation operator that is added to the BO

electronic wave equation in Equation (2.4) to form the corresponding CA electronic wave equation

given below. The classical parametric variable _R for the nuclear velocity can be converted back into its

quantum mechanical operator form whenever integration over the nuclear coordinates is carried out

after the CA electronic wavefunction has been determined. The CA electronic wave equation,

generalized from Equation (2.4), with the lowest order nuclear kinetic energy perturbation from

Equation (2.44) is given by:

HE � i�h
@

@R
� _R

� �
~c
CA

e ðr;R; _RÞ ¼ EA
e ðRÞ~c

CA

e ðr;R; _RÞ: ð2:46Þ

Here, the CA nuclear velocity perturbation operator is pure imaginary, and as such it adds imaginary

character to the CA electronic wavefunction, ~c
CA

e ðr;R; _RÞ, which now becomes complex, as

designated by a superscript tilda. A similar change occurs when amolecule is perturbed by amagnetic

field that adds imaginary character to the wavefunction, which in turn permits the description of

magnetic-field induced current density in themolecule. As wewill show, the imaginary kinetic energy

perturbation introduced here leads to a description of nuclear-velocity induced current density within

the adiabatic approximation of a factorable wavefunction.

The CA wavefunction, which is an extension of the adiabatic wavefunction given in

Equation (2.42), is:

~YCA

ey ðr;R; _RÞ ¼ ~c
CA

e ðr;R; _RÞfeyðRÞ ð2:47Þ
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where the electronic part of the CA wavefunction can be written in terms of real and imaginary

parts as:

~c
CA

e r;R; _R
� � ¼ cA

e r;Rð Þþ icCA
e r;R; _R
� �

¼ c0
e rð Þþ

X
J

 
@cA

e rð Þ
@RJ

!
R¼0

RJ þ i
X
J

 
@cCA

e Rð Þ
@ _RJ

!
R¼0
_R¼0

_RJ þ :::

ð2:48Þ

From these expressions it can be seen that the CA wavefunction contains a new imaginary term,

icCA
e r;R; _R
� �

, beyond the usual expression for the BO adiabatic wavefunction.

2.2.7 Vibrational Probability Density and Vibrational Transition

Current Density

The BO adiabatic wavefunction describes the correlation between nuclear positions and electron

probability density while the new terms in the CAwavefunction describe contributions that provide

correlation between nuclear velocities and electron current density. For the standard BO correlation

between positions of nuclei and electron density, we set the nuclear velocities to zero and expand the

electron density to first order in nuclear position by writing:

rCAg ðr;R; 0Þ ¼ rAg ðr;RÞ ¼ cA
g ðrÞcA

g ðrÞ ¼~ r0gðrÞþ
X
J

 
@rAg ðrÞ
@RJ

!
R¼0

�RJ

¼ c0
gðrÞ2 þ 2

X
J

c0
gðrÞ
 
@cA

g ðr;RÞ
@RJ

!
0

�RJ ð2:49Þ

Here the probability density for vibrational motion depends only on the adiabatic part of the CA

electronic wavefunction. By contrast, the corresponding nuclear velocity dependence depends only on

the imaginary part of the CA wavefunction.

jCAg r;R; _R
� � ¼ �h

2mi
~c
CA�
g rð Þr~c

CA

g rð Þ� ~c
CA

g rð Þr~c
CA�
g rð Þ

h i
ffi
X
J

 
@jCAg rð Þ
@ _RJ

!
R¼0
_R¼0

� _RJ

¼ � �h

m

X
J

 
@cCA

g rð Þ
@ _RJ

!
0;0

rc0
g rð Þ�c0

g rð Þr
 
@cCA

g rð Þ
@ _RJ

!
0;0

2
4

3
5 � _RJ ð2:50Þ

There is no zeroth order term because there is no vibrational current density when the velocities of the

nuclei are zero. As in the case of pure electronic transition, it is straightforward to show that the

changes in probability density obey the continuity equation (Freedman et al., 1997)

�r � jCAg r; 0; _R
� � ¼ @rCAg ðr;R; 0Þ

@t
ð2:51Þ
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In terms of nuclear coordinate derivatives given in Equations (2.49) and (2.50) the continuity

equations becomes

�r � @jCAg rð Þ
@ _RJ

 !
_R¼0
R¼0

¼ @rAg ðrÞ
@RJ

 !
R¼0

ð2:52Þ

This equation states that the change in electron current density, induced by a nuclear velocity, across a

boundary surrounding any point r in the space of the molecule is equal to the change in the probability

density induced by a corresponding nuclear displacement. It also balances phenomena that are beyond

theBO (non-BO) on the left side of the equationwith phenomena that arewithin theBOapproximation

on the right side. This demonstrates that the CA approximation restores information missing from the

BO approximation because in the BO approximation the nuclei are fixed and unmoving, and the

information added by the CA approximation is nothing more than the dynamic equivalent of that

contained within the BO approximation. The CA approximation repairs the BO approximation

without losing the separation of electronic and nuclear motion that is sought by invoking the BO

approximation, that is, the CA wavefunction in Equation (2.47) is still a factored wavefunction

and the CA approximation has no effect on the vibrational wavefunctions that arise within the

BO approximation.

2.3 Infrared Vibrational Absorption Intensities

In this section we use the formalism developed above for electronic and nuclear motion in molecules

to describe infrared (IR) vibrational absorption (VA) intensities. We use the abbreviation IR when

referring to the infrared spectral region and the closely related abbreviation VAwhen referring to the

intensities of vibrational absorbance peaks in the spectrum. For example, most VA and VCD

intensities are measured in the IR and near-IR regions of the spectrum. It is well known that VA

intensities are proportional to the derivative of the electric dipole moment of the molecule with

nuclear displacement along the normal coordinate. Continuing our definitions of vibrational transi-

tions in Chapter 1, we write the absorbance A in terms of the experimental quantities of transmission

of the sample with I, the transmission of the reference as I0, the pathlength l and the concentration C,

where the molar absorptivity « is a property of the molecular sample independent of the choice of

instrumentation or sampling conditions. For a transition between state ey and ey0for normal mode a,

we have the standard relation for VA intensity given previously in Equation (1.7),

Að Þaey0;ey ¼ � log10 I=I0ð Þaey0;ey ¼ «ð Þaey0;eyCl ð2:53Þ

The ratio of the IR transmission intensity of the sample, I, also know as the single beam intensity, and

the reference intensity, I0, provides a normalization of the sample transmission that removes the

dependence of themeasurement on the instrument spectral intensity and profile.The second part of this

equation assumes Beer–Lambert’s law and defines the molar absorptivity of the sample, «ð Þaey0;ey , a
molecular property.

Measurement of an entire spectrum can be described as a summation of the absorbance for each

normal mode a, each with it own frequency location n and bandshape in the spectrum

AðnÞ ¼
X
a

Að Þaey0;eyðnÞ ð2:54Þ
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The experimental transmission spectrum across the entire spectrum is given by:

IðnÞ ¼ I0ðnÞ10�AðnÞ ¼ I0ðnÞ10� «ðnÞCl ð2:55Þ

Themolar absorptivity spectrum, «ðnÞ, can be alsowritten as a sumover all normalmode transitions

a, each of which has a spectral distribution, or bandshape, f 0aðnÞ, usually taken to be a Lorentzian

bandshape in the spectrum,

«ðnÞ ¼ 8p3Nn
3000hc lnð10Þ

X
a

Da f
0
aðnÞ ¼

n

9:184	 10� 39

X
a

Da f
0
aðnÞ ð2:56Þ

HereDa is the dipole strength, usually given as a number	10–40 esu2 cm2 (electrostatic units) for the

most commonly used units of Planck’s constant, h, and the speed of light, c, and where N is

Avogadro’s number. The frequency, n, is given in wavenumbers, cm–1, and the normalized Lorentzian

lineshape is:

f 0aðnÞ ¼
ga=p

ðna � nÞ2 þ g2a

ð1
0

f 0aðnÞdn ¼ 1 ð2:57Þ

where ga is the half-width of the band at its half-height. The prime on the function f 0aðnÞ refers to the
imaginary part of the complex index of refraction and will be described in detail in the next chapter.

The dipole strength, Da, is given by:

Da ¼ @ mh i
@Qa

� �
Qa¼0

Qa

�����
�����
2

ð2:58Þ

where mh i is the electric dipole moment of the entire molecule, including both electronic and

nuclear contributions. This brings us back to the classical view of the origin of VA vibrational

intensities, namely they are proportional to the square of the derivative of the electric dipolemoment

of the molecule with respect to the normal coordinate of vibration, Qa.

As a prelude to our consideration of the origin of VCD intensities in Chapter 4, wewill next provide

descriptions of VA intensities both in terms of the traditional nuclear displacement along normal

coordinates, Qa, and in terms of the corresponding normal coordinate velocity _Qa or Pa.

2.3.1 Position and Velocity Dipole Strengths

The VA intensities of infrared absorption bands are expressed theoretically in terms of the dipole

strength. We have previously defined the position and velocity forms of the dipole strength for the

case of pure electronic transitions in Equations (2.17) and (2.21). These definitions can be applied to

a vibrational transition between levels gy and gy0of the ath normal mode of the ground electronic

state as:

Da
r;gy0 ;gy ¼ YA

gy0 ðr;QaÞ
���m YA

gyðr;QaÞ
��� ED ���2���� ð2:59Þ

Da
v;gy0; gy ¼ v� 2

gy0; gy
~YCA

gy0 ðr;Qa; _QaÞ
��� _m ~YCA

gy ðr;Qa; _QaÞ
��� ED ���2���� ð2:60Þ
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We identify the position form of electric-dipole transition moment as:

ðmÞagy0;gy ¼ YA
gy0 ðr;QaÞ

���m YA
gyðr;QaÞ

���D E
¼ hcA

g ðr;QaÞfa
gy0 ðQaÞ

���m cA
g ðr;QaÞfa

gyðQaÞ
��� E

ð2:61Þ

The corresponding velocity-dipole transition moment is:

ð _mÞagy0; gy ¼
D
~YCA

gy0 ðr;Qa; _QaÞ
��� _m ~YCA

gy ðr;Qa; _QaÞ
E���

¼
D
~c
CA

g ðr;Qa; _QaÞfa
gy0 ðQaÞ

��� _m ~c
CA

g ðr;Qa; _QaÞfa
gyðQaÞ

��� E
ð2:62Þ

First we develop the position form of the dipole transition moment and then summarize the

corresponding development of the velocity form. Because the dipole strength of a vibrational

transition involves contributions from both the electronic and nuclear motion, the dipole moment

operator above is written as sums over the positions times the charges of all the electrons, mE, and

nuclei, mN , in the molecule as:

m ¼ mE þmN ¼ �
X
j

erj þ
X
J

ZJeRJ ð2:63Þ

The position form of the transition moment can be developed further as:

ðmÞagy0; gy ¼ fa
gy0 ðQaÞ

��� cA
g ðr;QaÞ

���mE þmN cA
g ðr;QaÞ

��� E
fa
gyðQaÞ

��� EDD
ð2:64aÞ

¼ fa
gy0 ðQaÞ

��� cA
g ðr;QaÞ

���mE cA
g ðr;QaÞ

��� E
þmN

D i
fa
gy0 ðQaÞ

��� EhD
ð2:64bÞ

¼ ðmEÞagy0;gy þðmNÞagy0;gy ð2:64cÞ

where we have used the fact that the nuclear position operator in Equation (2.64a) does not operate on

the electronic wavefunction and hence, for that term, the electronic wavefunctions can be integrated

over all space to unity, as the wavefunction is taken to be normalized.

To evaluate the electronic contribution to Equation (2.64b) further, we expand the nuclear motion

dependence of the electronic wavefunction to first order in the normal mode coordinate,Qa, about the

equilibrium position Qa¼ 0:

cA
g ðr;QaÞ ¼ cA

g ðr; 0Þþ @cA
g ðr;QaÞ=@Qa

	 

Qa¼0

Qa ð2:65Þ

Inserting this expression into the electronic part of the transition moment in Equation (264) gives:

ðmEÞagy0; gy ¼
D
cA
g ðr; 0Þ

���mE @cA
g ðr;QaÞ=@Qa

	 

Qa¼0

E����
�

þ @cA
g ðr;QaÞ=@Qa

	 

Qa¼0

����mE cA
g ðr; 0Þ

��� E� �

	 fa
gy0 ðQaÞ

���Qa fa
gyðQaÞ

��� ED
ð2:66Þ
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This expression can be recognized to be the electronic contribution to the derivative of the electric

dipole moment of the molecule with respect to Qa.

ðmEÞagy0; gy ¼
@ cA

g ðr;QaÞ
���mE cA

g ðr;QaÞ
���D E

@Qa

0
@

1
A
Qa¼0

fa
gy0

���Qa fa
gy

��� ED
ð2:67Þ

The analogous expression for the nuclear contribution to the dipole transition moment in

Equation (2.64) can be written as:

ðmNÞagy0; gy ¼
@mN

@Qa

� �
Qa¼0

fa
gy0

���Qa fa
gy

��� ED
ð2:68Þ

Thus the total transition moment in Equation (2.64) can be written in terms of the derivative of the

total dipole moment of the molecule with respect to displacement along normal mode Qa as:

ðmÞagy0;gy ¼
@ mEðQaÞh ig

@Qa

� �
Qa¼0

þ @mN

@Qa

� �
Qa¼0

" #
fa
gy0

���Qa fa
gy

��� ED
ð2:69aÞ

¼ @ mh i
@Qa

� �
Qa¼0

fgy0

���Qa

���fgy

D E
ð2:69bÞ

where we have used the equalities

mEðQaÞh ig ¼ cA
g ðr;QaÞ

���mE cA
g ðr;QaÞ

��� ED
ð2:70aÞ

mh i ¼ mEðQaÞh ig þmN ð2:70bÞ

The absolute square of Equation (2.69b) is the full quantum mechanical expression for the dipole

strength given at the beginning of this section in Equation (2.58).

The corresponding velocity-dipole expression from Equation (2.62) is easily written, where

the electronic contribution involves derivatives of the CA electronic wavefunction with respect to
_Qa, as:

ð _mÞagy0; gy ¼
@ _mEð _QaÞ
� 

g

@ _Qa

 !
_Qa¼0

þ @ _mN

@ _Qa

� �
_Qa¼0

2
4

3
5 fa

gy0

��� _Qa fa
gy

��� ED
ð2:71aÞ

¼ @ _m

@ _Qa

� �
Qa¼0

fa
gy0

��� _Qa fa
gy0

��� ED
ð2:71bÞ

with

_mEð _QaÞ
�  ¼ ~c

CA

g ðr; 0; _QaÞj _mE
~c
CA

g ðr; 0; _QaÞ
��� ED

ð2:72Þ
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2.3.2 Atomic Polar Tensors

It convenient to express the derivatives of the dipole moments with respect to normal coordinates in

terms of components of Cartesian displacement or velocity vectors. For VA intensities, these are

termed atomic polar tensors (APTs) and the position form of the APT is defined by:

PJ
r;ab ¼ EJ

r;ab þNJ
r;ab ð2:73Þ

EJ
r;ab ¼ @

@RJ;a
cA
g ðr;RÞjmE;b cA

g ðr;RÞ
��� ED i

R¼0

�
ð2:74Þ

where mE;b is the b-Cartesian component of the electronic contribution to the electric dipole moment

operator and RJ;a is the a-Cartesian component of the position of the Jth nucleus. The nuclear

contribution to the APT is written as:

NJ
r;ab ¼ @mN;b

@RJa

� �
R¼0

¼
X
I

@ZIeRIb

@RJa

� �
R¼0

¼ ZJedab: ð2:75Þ

Here dab is the Kronecker delta equal to 1 when the Cartesian directions, a;b ¼ x; y; z are equal and 0
otherwise. The expressions for the b-component of the electric-dipole transition moment, given in

Equation (2.61) can be written in terms of polar tensors as:

ðmbÞagy0; gy ¼ YA
gy0 ðr;QaÞ

���mb YA
gyðr;QaÞ

���D E
¼
X
J

PJ
r;abSJa;a fa

gy0

���Qa fa
gy

��� ED
ð2:76Þ

The corresponding velocity-dipole transition moment from Equation (2.62) is given by:

ð _mbÞagy0;gy ¼ ~YCA

gy0 ðr;Qa; _QaÞ
��� _mb

~YCA

gy0 ðr;Qa; _QaÞ
���D E

¼
X
J

PJ
v;abSJa;a fa

gy0 j _Qa fa
gy

��� ED
ð2:77Þ

where the velocity form of the APT is expressed as:

PJ
v;ab ¼ EJ

v;ab þNJ
v;ab ð2:78Þ

and the velocity form of the electronic contribution to the APT requires the CA electronic

wavefunction, in contrast to the standard adiabatic wavefunction required for Equation (2.74).

EJ
v;ab ¼

"
@

@ _RJa

D
~c
CA

g ðr;R; _RÞ
��� _mE;b

~c
CA

g ðr;R; _RÞ
��� E#

R¼0
_R¼0

ð2:79Þ

The nuclear velocity contribution, NJ
v;ab, is the same for both the position and velocity forms of the

APT as:

NJ
v;ab ¼ @ _mN;b

@ _RJa

� �
_RJ¼0

¼
X
I

@ZIe _RIb

@ _RJa

� �
_RJ¼0

¼ ZJedab ð2:80Þ
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This can be compared with Equation (2.75). In addition, the S-vectors, SJa;a, describing the

transformation between Cartesian and normal coordinates, defined in Equation (2.34) and used here

in Equations (2.76) and (2.77), are also the same in both the position and velocity formulations of the

APT, namely,

SJa;a ¼ @RJa

@Qa

� �
Qa¼0

¼ @ _RJa

@ _Qa

� �
_Qa¼0

ð2:81Þ

2.3.3 Nuclear Dependence of the Electronic Wavefunction

The dependence of the ground-state electronic wavefunction on nuclear motion can be expressed in

terms of coupling with the complete set of excited electronic states of the molecule evaluated at the

equilibrium nuclear position of the ground electronic state. To see how this is accomplished, we write

the CA electronic wavefunction, given previously for any electronic state e in Equation (2.48), for the

ground electronic state as:

~c
CA

g r;R; _R
� � ¼ c0

g rð Þþ
X
J

@cA
g rð Þ

@RJa

 !
R¼0

RJa þ i
X
J

@cCA
g rð Þ

@ _RJa

 !
R¼0
_R¼0

_RJa þ ::: ð2:82Þ

wherewe again use the Einstein summation convention for repeated Greek subscripts. The derivatives

of the electronic wavefunction with respect to nuclear position can be written as a sum over all

electronic states e of the molecule as:

@cA
g rð Þ

@RJa

 !
R¼0

¼
X
e 6¼g

c0
e

@cA
g

@RJa

 !
R¼0

�����
+
c0
e rð Þ ¼

X
e 6¼g

CJ;0
eg;ac

0
e rð Þ

*
ð2:83Þ

where CJ;0
eg;a represents the vibronic coupling matrix element and is the coefficient of each excited

electronic state in the series expansion that describes the changes in the ground electronic state with

displacement along RJ. The left-hand side of this equation can be recovered by carrying out the sum

over e of the complete set of wavefunctions to closure, which is formally expressed in quantum

mechanics by:

X
e

c0
e

�� 
c0
e

�� ¼ 1
� ð2:84Þ

and where CJ;0
eg;a vanishes for e ¼ g because a wavefunction and its first derivative with respect

to nuclear displacement are orthogonal. An analogous expression to Equation (2.83) can be obtained

for the derivative of the electronic wavefunction with respect to nuclear velocity from first-order

perturbation theory using the perturbation operator � i�h _R � @=@R introduced previously in

Equation (2.46) (Nafie, 1997).

@cCA
g rð Þ

@ _RJa

 !
R¼0

¼
X
e 6¼g

c0
e

@cA
g

@RJa

 !
R¼0

�����
+
c0
e rð Þ �h

E0
eg

 !*
ð2:85Þ

The summation over e to closure cannot be carried out because the energy denominator

E0
eg ¼ E0

e �E0
g is also included in the summation giving different weightings to each of the
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excited electronic states. Using these expressions, the CA electronic wavefunction can now be

written as:

~c
CA

g r;R; _R
� � ¼ c0

g rð Þþ
X
J

X
e6¼g

c0
e

@cA
g

@RJa

 !
R¼0

�����
+
c0
e rð Þ � RJa þ i�h

E0
eg

_RJa

 !*
ð2:86Þ

In more compact notation we can write this equation as:

~c
CA

g r;R; _R
� � ¼ c0

g rð Þþ
X
J;e6¼g

CJ;0
eg;ac

0
e rð Þ RJa þ iðv0

egÞ� 1 _RJa

	 

ð2:87Þ

Equation (2.86) or (2.87) represents a unified expression of the CAelectronic wavefunction that can

be used to describe the dependence of molecular electronic properties on both nuclear positions and

nuclear velocities.

2.3.4 Vibronic Coupling Formulation of VA Intensities

We can now write expressions for the transition moment in Equation (2.61) in terms of vibronic

coupling. Only electronic contributions to the transition moments need be considered as vibronic

coupling does not affect the description of the nuclear contributions. From Equation (2.67) we can

write a series of expressions based on notation established above for a transition from vibrational state

g0 to g1 in the ground electronic state:

ðmE;bÞag1;g0 ¼
X
J

@ cA
g

���mE;b cA
g

���D E
@RJ;a

0
@

1
A
R¼0

@RJ;a

@Qa

� �
Qa¼0

fa
g1

���Qa fa
g0

��� ED
ð2:88aÞ

¼ 2
X
J

cA
g jmE;b

@cA
g

@RJa

�����
+
R¼0

SJa;a fa
g1

���Qa fa
g0

��� ED*
ð2:88bÞ

¼ 2
X
J

X
e 6¼g

c0
g

���mE;b

���c0
e

D E
c0
e

@cA
g

@RJa

 !
R¼0

�����
+
SJa;a fa

g1

���Qa

���fa
g0

D E*
ð2:88cÞ

¼ 2
X
J

X
e 6¼g

mE;b

D E0
eg
CJ;0
eg;aSJa;a fa

g1

���Qa fa
g0

��� ED
ð2:88dÞ

¼
X
J

EJ
r;abSJa;a fa

g1

���Qa fa
g0

��� ED
ð2:88eÞ

Equation (2.88b) is obtained by differentiation of the matrix element of the electronic contribution

to the electric dipole moment of the ground electronic state and the definition of the S-vector in

Equation (2.81). Equation (2.88c) is obtained by introduction of a summation over all electronic states

followed by the definitions of the vibronic coupling matrix element in Equation (2.88d) and the

electronic contribution to the position form of the APT in Equation (2.88e). The corresponding

expressions for the velocity formulation of the electric dipole transition moment, starting from
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Equation (2.62) are

ð _mE;bÞag1;g0 ¼
X
J

@ ~c
CA

g

��� _mE;b
~c
CA

g

���D E
@ _RJ;a

0
@

1
A
R¼0

@ _RJ;a

@ _Qa

� �
Qa¼0

fa
g1

��� _Qa fa
g0

��� ED
ð2:89aÞ

¼ 2
X
J

cA
g

��� _mE;b

@~c
CA

g

@ _RJa

�����
+
R¼0

SJa;a fa
g1

��� _Qa fa
g0

��� ED*
ð2:89bÞ

¼ 2i
X
J

X
e6¼g

c0
gj _mE;b c0

e

��D E
v0
eg

c0
e

@cA
g

@RJa

 !
R¼0

�����
+
SJa;a fa

g1

��� _Qa fa
g0

��� ED*
ð2:89cÞ

¼ 2i
X
J

X
e 6¼g

_mE;b

D E0
ge
ðv0

egÞ� 1
CJ;0
eg;aSJa;a fa

g1

��� _Qa fa
g0

��� ED
ð2:89dÞ

¼
X
J

EJ
v;abSJa;a fa

g1

��� _Qa fa
g0

��� ED
ð2:89eÞ

The velocity formulation of the electric-dipole transition moment uses the CA electronic wave-

function, the velocity-dipole operator, and the nuclear velocity coordinate.

2.3.5 Equivalence Relationships

The formal equivalence of these two formulations of infrared intensity can be demonstrated by starting

with the velocity-dipole moment expression in Equation (2.89d) and using Equation (2.24) for

converting between the velocity and position forms of the electric dipole transition moment between

pure electronic states e and g, and the corresponding conversion for normal coordinate transition

moments given in Equation (2.41) yielding:

ð _mE;bÞag1;g0 ¼ 2i
X
J

X
e 6¼g

iv0
ge mE;b

D E0
ge
ðv0

egÞ� 1
CJ;0
eg;aSJa;aiva fa

g1

���Qa fa
g0

��� ED
ð2:90aÞ

¼ 2iva

X
J

X
e6¼g

mE;b

D E0
ge
CJ;0
eg;aSJa;a fa

g1

���Qa fa
g0

��� ED
ð2:90bÞ

¼ ivaðmE;bÞag1;g0 ð2:90cÞ

where the last equation is obtained fromEquation (2.90b) by using the expression for ðmE;bÞag1;g0 given
in Equation (2.88d). Equation (2.90c) is the normal conversion between the velocity and position

forms of a transition moment with a separation in energy of E ¼ �hva. These relationships also

demonstrate the equivalence of the electronic contribution to the APT, namely:

EJ
v;ab ¼ 2i

X
e6¼g

_mE;b

D E0
ge
CJ;0
eg;aSJa;aðv0

egÞ� 1 ð2:91aÞ

¼ 2i
X
e 6¼g

iv0
ge mE;b

D E0
ge
CJ;0
eg;aSJa;aðv0

egÞ� 1 ð2:91bÞ

¼ 2
X
e 6¼g

mE;b

D E0
ge
CJ;0
eg;aSJa;a ¼ EJ

r;ab ð2:91cÞ
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Finally, the equivalence of the expressions for the position and velocity forms of the dipole strength

given at the beginning of this section in Equations. (2.58) and (2.59)

Da
g1;g0 ¼ mb

	 
a
g1;g0

����
����2 ¼ v� 2

a _mb

	 
a
g1;g0

����
����2 ð2:92Þ

can be seen easily from Equation (2.90c) and inclusion of the corresponding equivalence relationship

for the nuclear contribution given by:

ð _mN;bÞag1;g0 ¼
X
J

NJ
v;abSJa;a fa

g1

��� _Qa

���fa
g0

D E

¼
X
J

NJ
r;abSJa;aiva fa

g1

���Qa

���fa
g0

D E
¼ ivaðmN;bÞag1;g0

ð2:93Þ

2.4 Vibrational Raman Scattering Intensities

Raman scattering in vibrational transitions can be described using much of the same formalism

developed above for infrared vibrational absorption. As described in Chapter 1, the Raman scattering

process involves a two-photon interaction between the molecule and the radiation field in which

incident radiation is scatteredwith loss or gain of a quantumof vibrational energy.At the classical level

this involves the response of the polarizability of the molecule aabðtÞ to the incident electric field

E
0ð Þ
b ðtÞ of the incoming radiation with angular frequency v0 ¼ 2pn0. At the simplest level, this

response takes the formof an induced dipole electricmomentmI
aðtÞ, which radiates at the frequencyvs

of the Raman scattered light with intensity Iðv0;vsÞ according to the expression:

Iðv0;vsÞ ¼ k0vv4
s ðmI

aÞ2sin2u ð2:94Þ

where the angle u is the direction of the radiation with respect to the axis of the induced electric dipole
moment and k0v is given by:

k0v ¼ 1

32p2«0c3
ð2:95Þ

where «0 is the dielectric constant of free space and c is the speed of light. In the classical theory the

time dependence of the induced dipole moment is expressed as:

mI
aðtÞ ¼

X
b

aabðtÞEð0Þ
b ðtÞ ¼ aabðtÞEð0Þ

b ðtÞ ð2:96Þ

The Greek subscripts refer to Cartesian components, and in the second part of the equation we again

introduce the Einstein convention for implied summation over repeated Greek subscripts. Thus, in

terms of Cartesian components, the incident radiation polarized along the b-direction is converted by

the polarizability tensor aab into an induced dipole polarized along the a-direction. The time

dependences of the incident radiation oscillating at v0 and that of the molecular polarizability, which

includes oscillation at the frequency va of normal mode Qa, are given by:

E
ð0Þ
b ðtÞ ¼ E

ð0Þ
b;0 cosv0t ð2:97Þ
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aabðtÞ ¼ aab;0 þ @aab

@Qa

� �
Qa¼0

Qacosvat ð2:98Þ

mI
aðtÞ ¼ aab;0E

ð0Þ
b;0cosðv0tÞþ @aab

@Qa

� �
0

QaE
ð0Þ
b;0 cos ðv0tÞ cos ðvatÞ ð2:99Þ

Using a standard trigonometric identity, we can write Equation (2.99) as:

mI
aðtÞ ¼ aab;0E

ð0Þ
b;0 cosðv0tÞþ 1

2

@aab

@Qa

� �
0

QaE
ð0Þ
b;0 cosðv0�vaÞtþ cosðv0þvaÞt½ � ð2:100Þ

The first term can be identified as Rayleigh scattering at the incident radiation frequency while the

second and third terms correspond toRaman scattering intensity at the Stokes (vs ¼ v0�va) and anti-

Stokes (vs ¼ v0þva) frequencies, respectively. The classical expression takes no account of

vibrational energy levels or their relative populations and therefore predicts incorrectly that Stokes

and anti-Stokes Raman scattering have the same intensities. Nevertheless, the classical description

does reveal that Raman intensity is associated with the derivative of the polarizability of the molecule

with respect to the normal coordinate of vibration.

2.4.1 General Unrestricted (GU) Theory of Raman Scattering

The general unrestricted (GU) quantum mechanical theory of the intensity of light scattering from a

molecule with complex polarizability, ~aab, where again we denote a complex quantity with a tilda,

interacting with the unit complex polarization vectors of the incident electric field ~eib and scattered

electric field ~eda, is given by:

I ~ed;~ei
� � ¼ 90K ~ed*a ~aab~e

i
b

��� ���2� �
ð2:101Þ

where the angled brackets represent the average of all orientations of the polarizability in themolecule

frameof reference relative to the polarizationvectors that are fixed in the laboratory frame of reference.

The Einstein convention used above applies to all repeated Greek subscripts. The constant K includes

the dependence of the scattering on the incident electric field intensity~E
0ð Þ
, the scattered frequency

of the radiation vR, the distance from the scattering molecule to the detector R, and the magnetic

permeability for free space m0.

K ¼ 1

90

v2
Rm0

~E
0ð Þ

4pR

 !2
ð2:102Þ

The transition polarizability of the molecule from state n to state m is expressed using time-

dependent perturbation theory as:

~aab

� �
mn

¼ 1

�h

X
j6¼m;n

�
~Ym

��m̂a

��~Yj

�
~Yj

��m̂b

��~Yn


vjn �v0 � iGj

þ
�
~Ym

��m̂b

��~Yj

�
~Yj

��m̂a

��~Yn


vjn þvR þ iGj

" #
ð2:103Þ

where vjn ¼ vj �vn represents the frequency (energy) difference between the initial state n and the

intermediate state j. The summation is over all excited states of the molecule, and iGj is the imaginary

damping term inversely proportional to the lifetime for state j. We make no assumptions about the
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wavefunctions, whether they are real or complex, adiabatic, complete adiabatic, or non-adiabatic. In

this equation, the first term from the left is the resonance term. It represents a time-ordered sequence,

read in the numerator from right to left, in which the incident photon with Cartesian component b
interacts with the molecule as described by the first matrix element, and this is followed by the

interaction of the scattered radiation with Cartesian component a in the second matrix element. The

real part of the denominator becomes zero when the frequency of the incident photon v0 matches the

transition frequency, vjn, from state n to the virtual intermediate state j. The non-resonance term is

written next. Here the time-order of the interactions is reversed, the scattered photon is emitted

followed by the uptake of the incident photon, and the frequency denominator never approaches zero in

the absence of the rare occurrence that the intermediate state j is lower in energy than the initial state n.

An alternative form of the energy denominator of the non-resonance term is vjm þv0, which equals

vjn þvR as the frequency of the final statem differs from the initial state n by the same amount as the

Raman scattered frequency vR differs from the incident frequency v0. These alternatives become

identical in the case of Rayleigh scattering where states n and m are the same and the incident and

scattered radiation frequencies are equal. The energy denominators in the resonance and non-

resonance terms are simply statements of the energy balance of the molecule and the radiation field

after the interaction with the first photon represented by the first matrix element on the right in the

numerator of each term. The resonance and non-resonance Raman terms in Equation (2.103) as

described here can be represented by time-ordered diagrams given in Figure 2.1.

2.4.2 Vibronic Theory of Raman Intensities

We next develop the expression for the Raman transition polarizability in Equation (2.103) within the

BO approximation where we separate the wavefunction into a product of electronic and vibrational

parts. The formalism can be extended beyond the BO approximation to include the CAwavefunctions

described above for IR absorption intensities (Nafie, 2008), but as, unlike VCD, ROA does not require

wavefunctionsbeyond theBOapproximation,wedonot include this featurehere.To introduce separate

electronicandvibrationalwavefunctions,weuse thenotation for the stateof themoleculedeveloped for

IR intensities, except for the last step where we reduce the notation further for economy of style.

~Yjðr;RÞ
��  ¼ YA

eyðr;RÞ
��  ¼ cA

e ðr;RÞfeyðRÞ
��  ¼ ��e��fey

 ð2:104Þ

Ψn
0ω

Ψj

ωR

ˆβμ

ˆαμ

Ψm

Ψj

ˆβμ

Ψn

ωR0ω

ˆαμ

Ψm

Figure 2.1 Time-ordered diagrams representing the Raman resonance term (left) and non-resonance term
(right) of Equation (2.103). The time axis is vertical and the space axis is horizontal. Molecular state vectors
are represented by vertical arrows that move in time but not in space. Diagonal arrows represent photons
traveling both in time and in space. The interaction vertices labeled with Greek letters represent the
polarization direction of the photon interaction that changes the state vectors. In the resonance term, the
molecule first destroys the incident photon and then creates the scattered photon, whereas in the non-
resonance term the time-order of the photon interactions is reversed
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Using this compact notation, the Raman transition polarizability from vibrational levels g0 to g1 of

the ground electronic state for normal mode a is given by:

~aab

� �a
g1;g0

¼ 1

�h

X
ey

" �
fa
g1

���g��m̂a

��e��fey

�
fey

���e��m̂b

��g��fa
g0i

vey;g0 �v0 � iGey

þ
�
fa
g1

���g��m̂b

��ei fey

�
fey

�� ���e��m̂a

��g��fa
g0i

vey;g0 þvR þ iGey

�
ð2:105Þ

We next describe the dependence of the electronic wavefunction on nuclear motion by writing the

adiabatic electronic wavefunction to first order in normal coordinate dependence,

cA
g Qað Þ ¼ cg0 þ

@cg

@Qa

� �
0

Qa ð2:106Þ

Using the notation from above for the first derivative of the entire electronic matrix element

g m̂aj jeh iQa

0 can be written as:

g m̂aj jeh iQa

0 ¼ @ g m̂aj jeh i
@Qa

� �
0

¼ @cg

@Qa

� �
0

���m̂a

���ce0

E
þ
D
cg0

���m̂a

��� @ce

@Qa

� �
0

� �
ð2:107Þ

which enables us to write

~aab

� �Qa

g1;g0
¼ 1

�h

X
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g m̂aj jeh i0hejm̂bjgi0
vey;g0�v0� iGey

þ hgjm̂bjei0 e m̂aj jgh i0
vey;g0þvRþ iGey

0
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1
Ahfa

g1 feyj ihfeyjfa
g0

8<
: i

þ hg m̂aj jeiQa

0 hejm̂bjgi0
vey;g0�v0� iGey

þ hgjm̂bjeiQa

0
he m̂aj jgi0

vey;g0þvRþ iGey

0
@

1
Ahfa

g1 Qajfeyj ihfeyjfa
g0i

þ hg m̂aj jei0hejm̂bjgiQa

0

vey;g0�v0� iGey
þ hgjm̂bjei0he m̂aj jgiQa

0

vey;g0þvRþ iGey

0
@

1
Ahfa

g1 feyj ihfeyjQajfa
g0ig
ð2:108Þ

For each term, we have factored the transition tensor into electronic and vibrational parts. This

expression is general in that it can be used for both resonance and non-resonance limits, the latter being

the far-from-resonance (FFR) approximation that will be considered in detail below. The first term in

Equation (2.108) is the so-called Frank–CondonA-term that is important only in the case of resonance

Raman scattering as it depends on the Frank–Condon overlap integrals between ground- and excited-

state vibrational wavefunctions. This term vanishes in the FFR approximation. The second and third

terms contain the so-called B- and C-terms to be defined below. The second term describes vibronic

coupling with the second photonic interaction, while the third term describes vibronic coupling with

the first photonic interaction.
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2.4.3 Raman Scattering Tensors and Invariants

The elements of the Raman polarizability tensor, ~aab

� �Qa

g1;g0
, depend on the orientation of themolecule

with respect to an xyz-reference frame. However, certain linear combinations of tensor elements are

invariant to changes in the orientation of the molecule in the reference frame. These combinations

are called invariants. For the Raman tensor, there are three such combinations called the isotropic

invariant, a2, the square of the average of the diagonal terms of the tensor ð~axx þ ~ayy þ ~azzÞ=3,
the symmetric anisotropy,bS ~að Þ2, sensitive to differences in the diagonal elements and the symmetric

average of corresponding off-diagonal elements, and the anti-symmetric anisotropy,bA ~að Þ2, sensitive
to differences between corresponding off-diagonal elements. These invariants are given by:

a2 ¼ 1

9
Re ~aaað ÞS ~abb

� �S*h i
ð2:109Þ

bS ~að Þ2 ¼ 1

2
Re 3 ~aab

� �S
~aab

� �S* � ~aaað ÞS ~abb

� �S*h i
ð2:110Þ

bA ~að Þ2 ¼ 1

2
Re 3 ~aab

� �A
~aab

� �A*h i
ð2:111Þ

where the symmetric and anti-symmetric combinations of tensor elements are defined as:

~Tab

� �S ¼ 1

2
~Tab

� �þ ~Tba

� �� � ð2:112aÞ

~Tab

� �A ¼ 1

2
~Tab

� �� ~Tba

� �� � ð2:112bÞ

Raman tensor invariants are important when considering samples of liquids and solutionswhere the

molecules are randomly oriented relative to the laboratory reference frame. In order to obtain

expressions for Raman scattering experiments in terms of the Raman tensor elements of the scattering

molecules, theRaman tensormust be averaged over all possible orientations of themolecule relative to

the laboratory reference frame. This can be accomplished with direction cosines,FAa, which specify

the projection of, or cosine of the angle between, the laboratory A-axis and the molecule a-direction.
Using direction cosines Equation (2.101) can be re-written such that the polarization vectors are in the

fixed laboratory frame of measurement, while the Raman tensors of the molecules can be averaged

over all possible values of the direction cosines. Thus we have:

I ~ed;~ei
� � ¼ 90K ~ed*A FAa~aabFBb

� 
~eiB

�� ��2 ð2:113Þ

where A an B specify fixed laboratory Cartesian directions for a particular measurement setup, while

the expression in brackets indicate that themolecular Raman tensor must be averaged over all possible

orientation of the molecule relative to the laboratory reference frame. The only combinations of

Raman tensor elements to survive the averaging process are the invariants in Equations (2.109),

(2.110) and (2.111), and hence only these Raman tensor invariants appear in expressions for particular

Raman and ROA measurement setups.

2.4.4 Polarization Experiments and Scattering Geometries

The intensities for Raman scattering fromvarious polarization setups and scattering geometries can be

written in terms of the Raman tensor invariants defined above.While there are many such expressions
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that can be defined, we select here the ones that are most often used to perform Raman scattering

measurements. To describe these setups and intensities, we first specify the scattering geometry in the

laboratory frame (upper case Cartesian letters). For right-angle or 90
 scattering, the incident light
propagates along the Z-direction and scatters along the Y-direction forming a ZY-scattering plane.

We first consider the polarization setupwhere the incident light isX-polarized and the scattered light is

Z-polarized. The polarization vectors are orthogonal, and this type of scattering is referred to as

depolarized right-angle Raman scattering and is expressed as:

IXZ 90
ð Þ ¼ 2K 3bS ~að Þ2 þ 5bA ~að Þ2
h i

ð2:114Þ

where the upper subscript designates the polarization state of the incident radiation and the lower

subscript that of the scattered radiation. If the analyzing polarizer for the scattered light is changed

from Z-polarized in the scattering plane to X-polarized perpendicular to the scattering plane, then the

polarization vectors of the incident and scattered radiation are now parallel, and this is referred to as

right-angle polarized Raman scattering.

IXX 90
ð Þ ¼ 2K 45a2 þ 4bS ~að Þ2
h i

ð2:115Þ

We note that the isotropic invariant contributes only to polarized scattering whereas both

anisotropic invariants contribute to depolarized scattering. Next we consider the same scattering

geometry but with the incident radiation unpolarized. The unpolarized state may be considered to be a

random superposition of orthogonal polarization states, and so we can write

IUZ 90
ð Þ ¼ IXZ 90
ð Þþ IYZ 90
ð Þ ¼ 2K 6bS ~að Þ2 þ 10bA ~að Þ2
h i

ð2:116Þ

IUX 90
ð Þ ¼ IXX 90
ð Þþ IYX 90
ð Þ ¼ 2K 45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2
h i

ð2:117Þ

The depolarized intensity IUZ 90
ð Þ is twice the depolarized intensity of Equation (2.114) because it
is the sum of two intensities with orthogonal polarization states, and similarly IUX 90
ð Þ is simply the

polarized intensity of Equation (2.115) plus an additional depolarized contribution. It can be shown

that all right angle scattering intensities are simply linear combinations of the depolarized and

polarized intensities of Equations (2.114) and (2.115), and yet there are three invariants in these two

sets of intensities. In order to isolate all three invariants, a new scattering geometry involving circularly

polarized radiation is needed. We consider two that are the circular polarization analogs of the

polarized and depolarized intensities given above. These are co-rotating and contra-rotating circular

polarization backscattering intensities given by:

IRR 180
ð Þ ¼ ILL 180
ð Þ ¼ 2K 6bS ~að Þ2
h i

ð2:118Þ

IRL 180
ð Þ ¼ ILR 180
ð Þ ¼ 2K 45a2 þbS ~að Þ2 þ 5bA ~að Þ2
h i

ð2:119Þ

It can be seen that the co-rotating backscattering intensity is depolarized and depends on only one

invariant. Although IRR 180
ð Þ is called co-rotating because only one sense of circularly polarized light
is used for incident and scattered radiation beams, the sense of circular polarization actually reverses

along the direction of propagation on going from incident to scattered radiation, and this is the reason

why the scattering is depolarized. By contrast, the contra-rotating backscattered Raman intensity is a
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strongly polarized intensity. Again, the reason here is that a beam of circularly polarized light that

is back-reflected from a mirror changes sense of polarization from right to left or vice versa, only

because of a reversal in direction, and not because a reversal of the angular direction of the circular

polarization vector.

2.4.5 Depolarization and Reversal Ratios

Depolarization ratios are a well-known method of analyzing Raman spectra to aid in vibrational

assignments. For right-angle scattering using vertically polarized incident light, the depolarization

ratio is the ratio of the depolarized to polarized scattering intensities given above:

rl 90

ð Þ ¼ IXZ 90
ð Þ

IXX 90
ð Þ ¼
3bS ~að Þ2 þ 5bA ~að Þ2
45a2 þ 4bS ~að Þ2 ð2:120Þ

Far from resonance when the anti-symmetric anisotropy bA ~að Þ2 is zero, this depolarization ratio

varies from zero only when a2 is non-zero, as in the case of a spherically symmetric transition

polarizability tensor (only equal diagonal elements), to 3/4 when a2 is zero, as is the case for non-

totally symmetricmodes. In the rare cases in resonanceRaman scatteringwhenbA ~að Þ2 is the only non-
zero invariant, the depolarization ratio is essentially infinite. Such bands are called inverse polarized

Raman bands. The corresponding depolarization ratio for unpolarized incident radiation is given by:

rn 90
ð Þ ¼ IUZ 90
ð Þ
IUX 90
ð Þ ¼

6bS ~að Þ2 þ 10bA ~að Þ2
45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2 ð2:121Þ

This ratio varies between 0 and 6/7 when bA ~að Þ2 is zero for the same limits as discussed above.

When only the anti-symmetric anisotropic invariant is non-zero, the maximum value of this

depolarization ratio is 2.

When circularly polarized radiation is used, the relevant depolarization ratio is called the reversal

ratio, the ratio of co-rotating to contra-rotating circular polarization intensities, or in terms of the

Raman intensity associated with DCP scattering, it is the ratio of DCPI divided by DCPII Raman

intensity:

R 180
ð Þ ¼ IRR 180
ð Þ
IRL 180
ð Þ ¼

ILL 180
ð Þ
ILR 180
ð Þ ¼

6bS ~að Þ2
45a2 þbS ~að Þ2 þ 5bA ~að Þ2 ð2:122Þ

This ratio is defined for backscattering, but other scattering angles are possible as long as right-angle

scattering is not chosen, because at right angles there is no difference in intensity between co- and

contra-rotating circular polarization intensities. At 90
 looking back at the sample at the moment of

scattering, there is no projection visible of whether the incident light was left or right circularly

polarized, and hence the reversal ratio is unity for all bands in the spectrum. In the FFR approximation,

R 180
ð Þ varies between 0 and 6 in going from a spherically symmetric Raman polarizability tensor to a

non-totally symmetric tensor with a2 equal to zero. Another dimensionless quantity that is useful for

symmetry analysis when circularly polarized light is involved is the degree of circularity defined for

backscattering geometry as:

RC 180
ð Þ ¼ IRR 180
ð Þ� IRL 180
ð Þ
IRR 180
ð Þþ IRL 180
ð Þ ¼

5bS ~að Þ2 � 45a2 � 5bA ~að Þ2
45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2 ð2:123Þ
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Here the degree of circularity is defined for right incident circular polarization, but the convention

that is important is that it is that the intensity difference in the numerator is always co-rotating minus

contra-rotating (i.e., DCPI minus DCPII Raman) intensity. This ratio has a sign depending on whether

the co-rotating or contra-rotating scattering is more intense. In the FFR approximation, the degree of

circularity varies from � 1 for spherically polarized scattering, when only a2 is non-zero, to 5/7 for

depolarized bands when only bS ~að Þ2 is non-zero.

2.4.6 Isolation of Raman Scattering Invariants

As mentioned above, three linearly independent Raman intensity measurements are needed to isolate

all three Raman invariants. Three such measurements, selected from the intensities given above, are:

a2 ¼ 1

90K
IXX 90
ð Þ� 2

3
IRR 180
ð Þ

� �
ð2:124Þ

bS ~að Þ2 ¼ 1

12K
IRR 180
ð Þ ð2:125Þ

bA ~að Þ2 ¼ � 1

20K
IRR 180
ð Þ� 2IXZ 90
ð Þ� � ð2:126Þ

It is important to ensure that the Raman intensities for different scattering geometries are properly

related. One way is first to measure the Raman intensity of a sample which is far from any electronic

resonance. In thiscase,bA ~að Þ2 ¼ 0,andhence fromEquation(2.126),orEquations (2.114)and(2.118),

the relationship IRR 180
ð Þ ¼ 2IXZ 90
ð Þfor two different scattering geometries must be satisfied.

2.4.7 Far-From-Resonance Approximation

Wehave referred several times to the so-called far-from-resonance (FFR) approximation. If the lowest

excited electronic state in a molecule is much higher in energy than the incident or scattered photon

energies, then the vibronic detail in the energy (frequency) denominators, including the imaginary

damping terms, of Equation (2.105) can be dropped by writing

vey;g0 �v0 � iGey � v0
eg �v0 ð2:127Þ

vey;g0 þvR þ iGey ¼ vey;g1 þv0 þ iGey � v0
eg þv0 ð2:128Þ

~aab

� �a
g1;g0

¼ 1

�h

X
ey

"�
fa
g1

���g��m̂a

��ei��fey

�
fey

���e��m̂b

��g��fa
g0


v0
eg �v0

þ
�
fa
g1

���g��m̂b

��e��feyi
�
feyj

�
ejm̂a gj ijfa

g0i
v0
eg þv0

#
ð2:129Þ

Essentially this means that any vibronic detail in the frequency denominators, or any vibrational

differencebetween the incident and scattered radiation frequencies, is not significant and canbe dropped,

leaving frequency denominators that depend only on pure electronic state frequency differences and

then only in the incident laser radiation. This simplification permits summation to unity, similar to

Eq. (2.84), over all the vibrational sublevels of the excited electronic states in Equation (2.129) leaving

the following expression involving only an electronic summation e and ground electronic state
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vibrational wavefunctions.

~aab

� �a
g1;g0

¼
D
fa
g1

��� 1
�h

X
e

g m̂aj jeh ihejm̂bjgi
v0
eg�v0

þ hgjm̂bjei e m̂aj jgh i
v0
egþv0

" #
fa
g0

��� E
ð2:130Þ

If we assume real wavefunctions and the Hermitian property of the matrix elements, this expression

can be simplified further by first noting that with respect to interchange of Greek subscripts

hgjm̂bjei e m̂aj jgh i ¼ g m̂aj jeh i*hejm̂bjgi* ¼ g m̂aj jeh ihejm̂bjgi ð2:131Þ

This equality equates the numerators in Equation (2.130) and ensures the symmetry of ~aab

� �a
g1;g0

in the

FFR approximation. Combining the two terms in Equation (2.130) over a common denominator, we can

write:

aab

� �a
g1;g0

¼ fa
g1jaabjfa

g0

D E
¼
D
fa
g1

��� 2
�h

X
e6¼g

v0
eg g m̂aj jeh ihe m̂b

�� ��gi
v0
eg

	 
2
�v2

0

fa
g0

��� E
ð2:132Þ

The FFR approximation allows complete isolation of the expression for the polarizability of a

molecule from its vibrational transition moment where we can write the expression:

aab ¼ 2

�h

X
e6¼g

v0
eg

v0
eg

	 
2
�v2

0

g m̂aj jeh ihe m̂b

�� ��gi ð2:133Þ

and where aab ¼ aba and therefore bA ~að Þ2 ¼ 0. As a result, the three Raman scattering

invariants reduce to two invariants in the FFR approximation and are given from Equations (2.109)

and (2.110) as:

a2 ¼ 1

9
aaaabb ð2:134Þ

b að Þ2 ¼ 1

2
3aabaab �aaaabb

� � ð2:135Þ

where the superscripts denoting symmetric and anti-symmetric parts are no longer needed as the

Raman polarizability is symmetric in the FFR approximation. The depolarization ratios in Equa-

tions (2.120)–(2.123) now become:

rl 90

ð Þ ¼ IXZ 90
ð Þ

IXX 90
ð Þ ¼
3b að Þ2

45a2 þ 4b að Þ2 ð2:136Þ

rn 90
ð Þ ¼ IUZ 90
ð Þ
IUX 90
ð Þ ¼

6b að Þ2
45a2 þ 7b að Þ2 ð2:137Þ

R 180
ð Þ ¼ IRR 180
ð Þ
IRL 180
ð Þ ¼

ILL 180
ð Þ
ILR 180
ð Þ ¼

6b að Þ2
45a2 þb að Þ2 ð2:138Þ

RC 180
ð Þ ¼ IRR 180
ð Þ� IRL 180
ð Þ
IRR 180
ð Þþ IRL 180
ð Þ ¼

5b að Þ2 � 45a2

45a2 þ 7b að Þ2 ð2:139Þ
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Finally, simple relationships now exist between all these dimensionless ratios. In particular, the

depolarization ratios, the reversal ratio, and the degree of circularity are related by:

rn 90
ð Þ ¼ 2rl 90

ð Þ

1þ rl 90

ð Þ ð2:140Þ

R 180
ð Þ ¼ 2rl 90

ð Þ

1� rl 90

ð Þ ð2:141Þ

RC 180
ð Þ ¼ 3rl 90

ð Þ� 1

1þ rl 90

ð Þ ð2:142Þ

The non-vanishing of the Raman transition tensor in Equation (2.130) requires a first-order

dependence of aab on Qa to be expressed as:

aab

� �Qa

g1;g0
¼ 1

�h

X
e

g m̂aj jeh iQa

0 hejm̂bjgi0 þ e m̂aj jgh i0hgjm̂bjeiQa

0

v0
eg �v0

"

þ hg m̂b

�� ��eiQa

0
e m̂aj jgh i0 þhe m̂b

�� ��gi
0
g m̂aj jeh iQa

0

v0
eg þv0

#
fa
g1 Qaj jfa

g0

D E
ð2:143Þ

where the notation of Equation (2.107) has been used to denote the first derivatives of the electronic

matrix elements with respect to the coordinate of ath normal mode. The form of Equation (2.143) can

be recognized as the equivalent to the simple classical expression for Raman intensity, as proportional

to the derivative of the polarizability with respect to the normal mode of vibration, first presented in

Equation (2.98), namely,

aab

� �Qa

g1;g0
¼ @aab

@Qa

� �
Q¼0

fa
g1

���Qa

���fa
g0

D E
ð2:144Þ

2.4.8 Near Resonance Theory of Raman Scattering

Before we discuss resonance Raman scattering, we present a level of the theory of Raman scattering

that we call the near resonance (NR) theory, which is not as severe as the FFR theory. (Nafie, 2008)

and allows description ofRaman scattering in the regime of pre-resonance between the FFR theory and

various forms of resonance Raman theory to be described below. In the FFR theory, the incident

and scattered photons are regarded as having the same (FFR) degree of resonance enhancement,

all vibrational sublevel details are removed from the frequency denominators of the polarizability

tensor terms. In the NR theory, the simplest level of vibrational sublevel detail is retained so that a

difference develops between the resonance responses of the incident and Raman scattered radiation.

As we shall see in Chapter 5, the NR level of theory is the simplest level of theory for which the

full richness of the various forms of ROA can be seen, where there are differences between ICP- and

SCP-ROA, and where DCPII-ROA is non-vanishing. For ordinary Raman scattering the NR theory is

very close in form to the FFR theory, but with an important distinction that breaks the symmetry of
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the Raman tensor and allows the anti-symmetric anisotropic invariant to be non-zero. We begin by a

different modification of Equation (2.105) than was used for the FFR approximation. Here we retain

the vibronic details in the denominator, but make the simplifying assumption that excited vibrational

states are the same form and energy as the ground vibrational states. The imaginary damping terms

are also dropped as these are only important close to resonance with excited states. With these

simplifications we have:

~aab

� �a
g1;g0

¼ 1

�h

X
ey

"
hfa

g1jhgjm̂a ej ijfgyihfgyjhejm̂b gj ijfa
g0i

vey;g0 �v0

þ hfa
g1jhgjm̂b ej i fgy

�� hfgyjhejm̂a gj ijfa
g0i

vey;g0 þvR

#
ð2:145Þ

If we next expand the matrix elements to first order in the normal coordinate, Qa, we can write the

following expression which is a modification of Equation (2.108),

~aab

� �a
g1;g0

¼ 1

�h

X
ey

g m̂aj jeh iQa

0 hejm̂b gj i0
vey;g0 �v0

þ hgjm̂b ej iQa

0
hejm̂a gj i0

vey;g0 þvR

 !
hfa

g1jQajfgyihfgyjfa
g0i

(

þ g m̂aj jeh i0hejm̂bjgiQa

0

vey;g0 �v0

þ hgjm̂bjei0 e m̂aj jgh iQa

0

vey;g0 þvR

 !
hfa

g1 feyj ihfeyjQajfa
g0i
)

ð2:146Þ

In this equation, the group of the first two terms will have the following term in the frequency

denominator,

vey;g0 ¼ ve0;g0 ¼ v0
eg ð2:147Þ

because the vibrationalmatrix element hfgyjfa
g0i requires that ey ¼ e0. For the second group of terms,

the vibrational matrix element hfeyjQajfa
g0i requires that ey ¼ e1 so that the following expression

occurs in the frequency denominator of the third and fourth terms, respectively,

vey;g0 �v0 ¼ ve1;g0 �v0 ¼ ve0;g0 �vR ¼ v0
eg �vR ð2:148aÞ

vey;g0 þvR ¼ ve1;g0 þvR ¼ ve0;g0 þv0 ¼ v0
eg þv0 ð2:148bÞ

Using the normalization relationships that hfa
g0jfa

g0i and hfa
g1jfa

g1i equal unity, the following

expression for the NR theory can be written as:

aab

� �Qa

g1;g0
¼ 1

�h

X
e

hg m̂aj jeiQa

0 hejm̂bjgi0
v0
eg �v0

þhejm̂bjgi0hg m̂aj jeiQa

0

v0
eg þv0

"

he m̂aj jgi0hgjm̂bjeiQa

0

v0
eg �vR

þ hgjm̂bjeiQa

0
he m̂aj jgi0

v0
eg þvR

#
hfa

g1 Qaj jfa
g0i ð2:149Þ
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This equation is analogous to Equation (2.143) except that the photon energy isvR instead ofv0 for

the matrix element derivatives involving the incident radiation with the operator mb. This expression

can be further consolidated to be analogous to Equation (2.132) of the FFR approximation

aab

� �a
g1;g0

¼ 2

�h

X
e 6¼g

v0
eg

g m̂aj jeh iQa

0 hejm̂bjgi0
v0
eg

	 
2
�v2

0

þ g m̂aj jeh i0hejm̂bjgiQa

0

v0
eg

	 
2
�v2

R

2
64

3
75 fa

g1

���Qa fa
g0

��� ED
ð2:150Þ

It can easily be seen that setting vR equal to v0 in Euations (2.149) and (2.150) reduces these NR

expressions for the Raman polarizability tensor to the corresponding FFTexpressions. The symmetry

of the Raman tensor is clearly broken for interchange of operator subscripts a and b, and hence all

three Raman invariants found at the GU level of Raman theory are restored at the NR level of theory.

2.4.9 Resonance Raman Scattering

We return again to the general vibronic expression for the Raman transition tensor in Equation (2.105)

and consider the case where the photon frequency closely matches a particular electronic state e, such

that vey;g0 � v0. In this limit of strong resonance, the non-resonant terms can be dropped and only

the resonance term needs to be considered for the expression of the Raman transition tensor.

Furthermore, for this resonance term only a summation over vibronic sublevels y of the resonant

state e remains, namely,

~aab

� �a
g1;g0

¼ 1

�h

X
y

hfa
g1jhgjm̂a ej i feyj ihfeyjhejm̂b gj ijfa

g0i
vey;g0 �v0 � iGey

ð2:151Þ

If we consider the nuclear coordinate dependence of the electronic states, aswas carried out to reach

thevibronic coupling expression for theRaman polarizability in Equation (2.108), the transition tensor

can be written as the summation of three well-known terms as:

~aab

� �Qa

g1;g0
¼ Aab

� �Qa

g1;g0
þ Bab

� �Qa

g1;g0
þ Cab

� �Qa

g1;g0
ð2:152Þ

Aab

� �Qa

g1;g0
¼ 1

�h
hg m̂aj jei0he m̂b

�� ��gi
0

X
y

hfa
g1 feyj ihfeyjfa

g0i
vey;g0 �v0 � iGey

ð2:153Þ
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� �Qa
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¼ 1
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#
ð2:154Þ
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ð2:155Þ
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where we have used the following notation for the first derivative of the electronic wavefunctions:

g m̂aj jeh iQa

0 ¼ @cg

@Qa

� �
0

m̂aj jce;0

� �
þ cg;0 m̂aj j @ce

@Qa

� �
0

� �
¼ ðgÞQa m̂aj je
D E

0
þ g m̂aj jðeÞQa

D E
0

ð2:156Þ

The A-term is the Franck–Condon term, the B-term represents vibronic coupling of the resonant

excited states with other electronic states, whereas the C-term represents vibronic coupling of the

ground electronic state with other electronic states. To gain insight into the relative importance of the

B- and C-terms, we write the nuclear coordinate dependence of the electronic wavefunctions as a

quantum mechanical perturbation expression known as the Herzberg–Teller (HT) expansion,

ceðQaÞ ¼ c0
e þ
 

@ce

@Qa

!
0

Qa þ ::: ¼ c0
e þ

X
s 6¼e

hc0
s jð@HE=@QaÞ0jc0

ei
E0
e �E0

s

c0
sQa þ ::: ð2:157Þ

where in more compact notation the HT expansion coefficient is written as:

hc0
s jð@HE=@QaÞ0 c0

e

�� 
E0
e �E0

s

¼ hase;0

�hv0
es

ð2:158Þ

where the energy dependence of coupling to other states, s, is clearly seen to favor nearby states, s,

rather that states that are energetically far removed from the resonant excited state. If vibronic coupling

of the ground electronic state is considered, it can also be seen that a large energy denominator will be

present for all molecules except those with low-lying excited electronic states. As a result, the C-term

is usually ignored in the theory of resonance Raman scattering, and vibronic coupling need only be

considered for the B-term. Using the notation of Equation (2.158) the expression for the B-term

becomes:
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In many cases only one or two nearby electronic states, s, need to be considered to understand the

origin and intensity of resonance Raman bands.

2.4.10 Single Electronic State Resonance Approximation

As a final topic in this chapter, we consider the simplest of all expressions for Raman scattering

intensity, the case of strong resonance with a single electronic state (SES) where no nearby excited

electronic state need be considered for the vibrational mode in question (Nafie, 1996). The Raman

transition tensor in this case is written simply as:

~azzð ÞQa

g1;g0 ¼
1

�h
g m̂z

�� ��e� 
0
e m̂z

�� ��g� 
0

X
y
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g0i
vey;g0 �v0 � iGey

ð2:160Þ
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where only the A-term is responsible for the observed intensity, and the contributions of different

excited-state vibrational sublevels is governed by products of Franck–Condon vibrational overlap

integrals between theground and resonant excited electronic states. Themolecular reference frame can

be chosen such that electronic transition moment of the resonant state lies along the molecular z-axis,

leaving only one non-zero Raman tensor element ~azzð ÞQa

g1;g0. In this case, the isotropic invariant and the

symmetric anisotropic invariant are the same except for a factor of nine in the anisotropic invariant.We

can now write:

a2 ¼ 1

9
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��� ���2 ¼ 1

9�h2

����� g m̂z

�� ��e� 
0
e m̂z

�� ��g� 
0

X
y

hfa
g1 feyj ihfeyjfa

g0i
vey;g0 �v0 � iGey

�����
2

¼ 1

9�h2
e m̂z

�� ��g� 
0

��� ���4Ua
g1;g0ðv0Þ ¼ 1

9�h2
D0

eg

	 
2
Ua

g1;g0ðv0Þ ð2:161Þ

bS ~að Þ2 ¼ ~azzð ÞQa

g1;g0

��� ���2 ¼ 1

�h2
D0

eg

	 
2
Ua

g1;g0ðv0Þ ð2:162Þ

whereUa
g1;g0ðv0Þ is a lineshape factor sensitive to the incident laser frequency for the particular normal

mode a. It can be seen that the lone SES Raman invariant is proportional to the square of the dipole

strength D0
egof the resonant electronic state. The relative values of the invariants in Equations (2.161)

and (2.162) yield a value of 1/3 for the depolarization ratio rl 90

ð Þ in Equation (2.120). This

depolarization ratio is a signature of resonance Raman scattering in the SES limit.
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3

Molecular Chirality and Optical Activity

The field of vibrational optical activity rests on the foundations of two major pillars of molecular

science, vibrational spectroscopy and optical activity. Having just completed an introduction to the

basic principles of vibrational spectroscopy, we next turn our attention to the field of optical activity

and its physical basis in molecular chirality. Optical activity refers to all phenomena associated with

the differential interaction of left versus right circularly polarized radiation for a sample possessing

chirality, or handedness, at the molecular level. Optical activity is a measurable molecular property

resulting from the interaction of radiation and matter, whereas molecular chirality is a more

fundamental property, with a basis in pure geometry, which is associated with the molecule

independent of its interaction with radiation.

Many excellent descriptions of molecular chirality and optical activity can be found in existing

books and publications (Lowry, 1935; Salvadori and Ciardelli, 1973;Mason, 1973; Barron, 2004).We

will not try to cover the whole of that material here. Our goal instead is to provide a basic conceptual

foundation of optical activity and at the same time introduce any formalism needed for the

comprehensive descriptions of VCD and ROA (Nafie and Freedman, 2000) to be developed in the

subsequent chapters.

3.1 Definition of Molecular Chirality

Molecular chirality can be defined on several levels. The most common is the lay definition that a

molecule is chiral if its mirror image cannot be superimposed on itself, or in other words, that the

molecule has a handedness. Molecular chirality can also be defined in terms of group theory bymeans

of the point group properties of individualmolecules. It can also be defined in terms of the space groups

of molecular solids in which a solid assembly of either chiral or achiral molecules can be a chiral

sample. Molecular chirality can be further defined in liquid crystals, disordered solids, polymers, and

other types ofmolecular assemblies. Finally, there is the definition ofmolecular chirality at the level of

elementary particle physics, which requires the true enantiomer of a chiral molecule to be not only its

Vibrational Optical Activity: Principles and Applications, First Edition. Laurence A. Nafie.
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spatial mirror image, but also it must consist of the anti-particles of all the original particles of the

molecule, namely anti-protons for protons, anti-neutrons for neutrons, and anti-electrons (positrons)

for electrons.Without the anti-particle substitutions there are very small energy differences between a

molecule and its spatialmirror image arising from the presence of theweak force between the particles

(Barron, 1994). Theweak force is the only known fundamental force in the universe that is sensitive to

spatial chirality.

3.1.1 Historical Origins

The origins ofmolecular chirality emerged gradually over themuch of the nineteenth century based on

observations of optical activity embodied as the rotation of a plane of polarized light by an optically

active medium (Barron, 2004; Mauskopf, 2006) This was first published 1811 by Aragowho reported

observing the rotation of the plane of linearly polarized light passing through quartz crystals

(Arago, 1811). Fresnel in 1824 demonstrated that a plane of polarized light is rotated by circular

birefringence, the difference in the index of refraction of left and right circularly polarized light in a

medium, nL � nR, and proposed that the molecules comprising an optically active medium possess a

right-handed or a left-handed helical form (Fresnel, 1824). Pasteur in 1848 was the first to connect

optical activity in mirror-image pairs of crystals with the optical activity of their corresponding

solutions (Pasteur, 1848). He did this by noting that for mirror-image crystals of tartaric acid, isolated

by hand from a racemic mixture of such crystals, a plane of polarization of light passing through their

corresponding solutions is rotated in opposite directions. These observations marked the birth of our

understanding of optical activity in nature and its association with mirror symmetry at the molecular

level. Although tartaric acid crystals are comprised of chiral molecules, Pasteur and others only

speculated on the helical nature of the constituent molecules, and did not suggest any specific

geometric connection between the structure of individual molecules and their associated chiral crystal

morphology. The significant first step from crystalmorphology to the structure of individualmolecules

as the source of optical rotation came with the introduction of the three-dimensional structure of the

asymmetric carbon atom located at the center of an irregular tetrahedron (Le Bel, 1874; van’t

Hoff, 1874). This three-dimensional molecular structure clearly came in two distinct forms that were

interchanged by mirror symmetry.

The term chirality, which comes from the Greek word for hand, kheir, was first brought into general

use by Lord Kelvin, when in 1904 he stated that ‘I call any geometrical figure, or any group of points,

chiral, and say that it has chirality, if its image in a plane mirror, ideally realized, cannot be brought to

coincide with itself’ (Kelvin, 1904).

3.1.2 Molecular Symmetry Definition of Chirality

The symmetry properties of molecules consist of axes of rotation of angle, 2p /n, given the symbolCn,

symmetry planes, s, inversion centers, i, and improper axes of rotations, Sn, also called reflection–

rotation axes. An improper axis Sn is defined as a rotation through 2p / n followed by a reflection

through a plane perpendicular to the axis of rotation. The special case of an improper rotation axis S1 is

the same as any plane of symmetry, s, and an improper axis S2 is the same as an inversion center, i.

Hence, there are actually only three classes of symmetry elements needed to describe the symmetry

properties of amolecule, namely rotation axes, reflection planes, and improper rotation axes,which are

a particular combination of rotation axes and reflection planes. It is sufficient to say amolecule is chiral

if, and only if, it lacks an improper rotation axis, Sn, of any type. Chiral molecules that lack all

symmetry elements, and hence arewithout any symmetry, are termed asymmetric. On the other hand, it

is possible for a molecule to possess only a rotation axis without possessing an inversion center or a

plane of symmetry. Such chiral molecules with some symmetry elements are termed dissymmetric.
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Point groups are the classifications of symmetry elements of any object that does not include the

translation of the object, namely at least a single point remains fixed during all symmetry operations.

Any molecule can be assigned to a particular point group. If the molecule possesses no symmetry

elements, its point group isC1. Molecules in this point group are asymmetric and are chiral. The point

groups Cn for n> 1 have only rotation axes of angle 2p /n. Molecules in these point groups are

dissymmetric and chiral. The point groupsDn contain molecules with rotation axes of angle 2p / n and
n C2 axes perpendicular to the Cn axis, but no plane of symmetry. Molecules in these point groups are

also dissymmetric and chiral. In addition, molecules that belong to the symmetry classifications of

tetrahedral, octahedral and icosahedral, but possess no planes of symmetry, belong to the point groups

T, O, and I, and are also dissymmetric and chiral. Stable chiral molecules that belong to these rare,

highly symmetric point groups have only recently been identified.

3.1.3 Absolute Configuration of Chiral Molecules

In the previous section, we presented the group theoretical definition of chirality. Here we ask the

questions: what structural elements are present in molecules that allow them to be chiral and how does

one specify the absolute sense of a chiral structural element, and hence the absolute configuration of a

chiral molecule (Mislow, 1966)? The structural elements that comprise the sources of molecular

chirality are the chiral center, the helix, the chiral axis, and the chiral plane.

3.1.3.1 Chiral Center

The classical structural element is the chiral center. Typically, the chiral center is a tetrahedral carbon

atom possessing sp3 atomic orbital symmetry with four unequal groups attached, but other elements

such as nitrogen, where the lone pair is considered a group, can also form a chiral center. For example,

themolecule 2-bromo-2-hydroxyethane is a chiralmoleculewith a single chiral center. The chirality of

chiral centers can be specified by the letters R for rectus (right) or S for sinister (left) based on the

Cahn–Ingold–Prelog system of absolute configuration assignment (Cahn, 1964; Cahn et al., 1966). In

some cases, such as sugars, amino acids, peptides or carbohydrates, the symbols L or D, based on an

older, less universal, and somewhat inadequate nomenclature based on the method of Fischer

projections, are used for the same purpose. The nomenclature based on R or S is more general and

can be applied to any chiral center, including, for example, sugars and amino acids. The chirality, or

absolute configuration, of any chiral center can be specified by first placing the group with lowest

priority away from the viewer. The priority order of the groups can be assigned based on a hierarchy

of atomic masses, for which well-defined rules have been established. For chiral centers with

hydrogen, 1H, as one of its attached groups, and no lone pairs, the hydrogen is the group with lowest

mass priority. Lone pairs have a lower priority than hydrogen, and deuterium, 2H, has a higher priority

than hydrogen. The remaining three groups of the chiral center are now pointing toward the

viewer and can then be arranged from highest to lowest priority in either a clockwise or a

counterclockwise rotational pattern. If clockwise, the designation is R, and if counterclockwise, the

designation is S. For the example, as illustrated above, the absolute configuration is specified as S-2-

bromo-2-hydroxyethane.
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3.1.3.2 Helix

A helix is one of the simplest embodiments of a chiral structure. Onemolecule that possesses a simple

helix shape is hexahelicene, illustrated below. The sense of chirality here is that of positive or

P-helicity, or a right-handed helix.

As one traces out an arc from the closest to the furthest part of this structure, the sense ofmotion is in the

clockwise direction. The mirror-image structure embodies the shape of a left-handed helix and carries

the designation M-helicity for a minus helix.

3.1.3.3 Chiral Axis

Amoleculewith a chiral axis can be thought of as a structure that starts from a regular tetrahedronwith

four groups, and two of the groups are stretched away from the other twowhere the center of chirality

now becomes a line of chirality. For this structure the four groups no longer need be different from one

another, as in the allene and biphenyl chiral structures shown below.

All that is required is that the two groups at each end of the chiral axis not be the same. Molecules

with chiral axes possess rotational symmetry and can be assigned to point groups with Cn or

Dn symmetry.

The designation of molecules with chiral axes can follow either the R or S nomenclature or the

helicity nomenclature ofP orM. For theR–S system, one sets relative priority of the two groups at each

end of the chiral axis. Next one sets the priority of all groups nearest the viewer when looking down the

chiral axis above those at the far end of the axis. Finally, one disregards the lowest priority (fourth level

of priority) group and traces an arc from near to far from the highest to the third highest priority. If

the arc is clockwise, the structure is designated R, while counterclockwise is S. For the structures

shown above, one can arbitrarily chose one group (R or R0) as having the higher priority, and one finds
the allene structure has an S chiral axis, and hence S absolute configuration, while the biphenyl

structure has an R chiral axis and R absolute configuration.

Alternatively, the absolute configuration of molecules with chiral axes can be assigned using the

sense of a helix or propeller formed by the molecule, connecting like groups at each end of the chiral

axiswith a line that forms a surface akin to the blade of a propeller. In the cases above, the propellers are
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each twofold. Looking down the chiral axis and tracing the connecting line between the like groups

from front to back leads to either a clockwise or counterclockwise arc. The clockwise arc is designated

P and the counterclockwise arc is designated M. This system is most often used for molecules with

threefold or higher symmetry. For the molecules shown above, the allene has a P chiral axis and the

biphenyl has anM chiral axis. The P–M system of assignment is used more often than the R–S system

since chiral axis are more easily identified with helices than with tetrahedra.

3.1.3.4 Chiral Plane

Finally, we consider the chiral plane as a source of structural chirality. A chiral plane is a structural

plane in amoleculewith a group substituted in the plane that destroys a symmetry plane perpendicular

to the structural plane. The cyclophane molecule shown below is an example of such a molecule. The

carboxyl group destroys the plane bisecting the six-membered ring. The absolute configuration can be

assigned based on theR–S system. One first chooses a reporter atom above or below the plane and then

defines a curved path, using mass priority if choices are present along the path, from the reporter atom

to the substituent group that creates the chirality. In the case below, if the methylene chain lies above

the plane of the molecule, then the set of atoms C(reporter)–O–C–C–C(carboxylate) forms a

clockwise arc when viewed from above, and the chiral plane has R absolute configuration.

3.1.4 True and False Chirality

While the definitions of molecular and structural chirality given above are conceptually straightfor-

ward, there has been confusion over the years in the literature concerning what constitutes a chiral

object or a chiral medium. The confusion originates with the role of magnetic fields and time with

respect to the definition of chirality. For example, an object possessing infinite rotational symmetry and

directionality, such as a cone, might be considered chiral if it is spinning oneway or the other about its

rotational axis. However, as discussed in detail by Barron, such an object displays what is called false

chirality (Barron, 2004). A true chiral object, such as a chiral molecule, is converted into its mirror

image by the parity operator, P (x to –x, y to –y, and z to –z), and is called parity odd, but is

unchanged by the time reversal operation T (t to –t) and hence is even with respect to time reversal.

Such objects support observables that are time-even pseudo-scalars. On the other hand, a spinning

cone is even under the parity operation and is odd under time reversal as the sense of spinning is

reversed. Such an object can support time-odd scalars, but not time-even pseudo-scalars. These

concepts will be discussed further when magnetic optical activity is considered later in this chapter.

3.1.5 Enantiomers, Diastereomers, and Racemic Mixtures

Theword enantiomer (from the Greek word enantiomeaning opposite) refers to onemember of a pair

of chiral molecules that are mirror images of one another, but otherwise equal. Two molecules are

therefore enantiomers of one another if they differ in structure only by mirror symmetry and have

opposite senses of chirality.
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The term diastereomer applies to a molecule with more than one structural chirality element. Each

unique combination of absolute configurations of these structural elements is called a diastereomer.

For example, if amolecule has two chiral centers, then themolecule labeledR,S is a diastereomer of the

molecule labeled R,R. Diastereomers are distinctly different molecules and have different physical

properties. On the other hand, the molecules R,R and S,S, and the molecules R,S and S,R, are pairs of

enantiomers of one another and are distinguished only by their structural mirror symmetry or any

physical property that can distinguish the structure of a chiral molecule from its enantiomer.

A racemic mixture refers not to a single molecule, but rather to a collection of molecules that

consists of equal numbers of both enantiomers of a chiral molecule. Any appreciable excess of one

enantiomer over the other is called the enantiomeric excess, ee, or sometimes the per cent enantiomeric

excess or% ee. The% ee is defined as the difference in the amount (moles, concentration, or number of

molecules) of each enantiomer divided by the sum of the amounts multiplied by 100. A pure sample

consisting of only one enantiomer has 100% ee, whereas a racemic mixture has 0% ee.

Actually, a perfect racemic mixture cannot in general be realized, even for a macroscopic

racemic sample with measured 0% ee. A typical Gaussian error-function spread about a racemic

mixture containing on the order of 1020 molecules is the square root of the number, or 1010. Thus for a

sample that has nomeasurable % ee, even to eight decimal places of accuracy, the actual excess of one

enantiomer over the other is typically of the order of 10 billion molecules.

Another interesting fact, as mentioned above, is that a chiral molecule and its enantiomer do not

have exactly the same energy. The difference is due to the effect of the weak force in the molecule,

otherwise known as parity violation, which causes an energy difference of the order of one part in 1017

of the total energy of the molecule (Quack and Stohner, 2005). This difference in energy for

enantiomers is removed if one considers a chiral molecule and its mirror image (parity operator)

where all the particles are replaced by their corresponding anti-particles (charge conjugation

operator). Thus, a true pair of equal-energy enantiomers consists of two molecules that are both

mirror images and anti-particle interchanges of one another.

3.2 Fundamental Principles of Natural Optical Activity

Natural optical activity, as distinct from magnetic optical activity, can be defined as the differential

interaction of a chiral molecule with left versus right circularly polarized radiation. This is a broad

definition covering all types of radiation and all levels of interactions between radiation andmatter.We

begin by developing a precise definition of the polarization states of electromagnetic radiation.

3.2.1 Polarization States of Radiation

Electromagnetic radiation is a simultaneous transverse oscillatingwave of electric andmagnetic fields

that are in phase and orthogonal to each other. The classical description of radiation emerges from

Maxwell’s equations. As the interaction of electromagnetic radiation with molecules is usually

stronger for the electric field, rather than the magnetic field, it suffices in most cases to describe

radiation in terms of the spatial and temporal dependence of an oscillating electric field:

~Eðr; tÞ ¼ E0~e exp½ið~k � r�vtÞ� ð3:1Þ

where ~Eðr; tÞ is a complex vector representing the electric field, E0 is a scalar representing the

maximummagnitude of the field, ~e is the complex polarization vector of unit magnitude representing

the polarization state of the radiation that is perpendicular to the direction of propagation of the

transverse wave. The argument of the exponential specifies the phase of the wave for any point r in
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space or any moment t in time. The wave vector ~k and the angular frequency v are given by the

relationships

~k ¼ 2p~n=l v ¼ 2pn ð3:2Þ

Thevector ~n is a vector in the direction of the propagation of the radiationwith amagnitude equal to the

complex refractive index of the medium. In a medium without losses, the refractive index vector n is

real, and its magnitude, n, is equal to the index of refraction. In a vacuum, n is equal to unity. The

magnitude of k is 2p times the spatial frequency of the light, where l/n is the wavelength of the light.
Similarly, v is equal to 2p times the frequency of the radiation, n. The speed of propagation of the

radiation in a medium of refractive index n is c/n equal to ln/n.
The spatial and temporal contributions to the phase of the wave in Equation (3.1) are opposite in

sign, because traveling along points in space in the positive Z-direction from Z1 to Z2, for example,

corresponds to phase points further in the past (negative time direction), as the wave at Z2 passed

through Z1 earlier in time by the amount (Z2 – Z1)/c.

The polarization vector ~e carries all the information needed to describe the polarization state of a

beam of radiation. To simplify the discussion, we assume that the radiation is traveling in the

laboratory Z-direction, which then confines the states of polarization to the XY-plane as the wave is

transverse. If the vertical direction is taken to be the X-axis, then vertically polarized radiation will

have a polarization vector equal to ~e ¼ êX and horizontally polarized radiation will have a polarization

vector given by ~e ¼ êY, where êX and êY are unit vectors in the X- and Y- directions, respectively. For

radiation propagation under these coordinate specifications, Equation (3.1) becomes

~Eðr; tÞ ¼ ð ~EX þ ~EYÞexp½iðkz�vtÞ� ¼ E0ð~eX þ ~eYÞexp½iðkz�vtÞ� ð3:3Þ
Circularly polarized radiation can be described using the complex representation of the polarization

vectors. By convention among chemists, the polarization vector associated with right circular polar-

ization (RCP) traces out a right-handed helix in space.When the radiation is viewed propagating toward

anobserver, the polarizationvector ofRCP radiation rotates clockwise as thewave (helix) passes through

any XY-plane at a particular location along the Z-axis. We can write the following expressions for the

complex polarization vectors representing left circular polarization (LCP) and RCP radiation

~eL ¼ 1ffiffiffi
2

p ðe_X þ ie_YÞ ~eR ¼ 1ffiffiffi
2

p ðe_X � ie_YÞ ð3:4Þ

The validity of these expressions relative to the verbal definition of LCP and RCP radiation is

demonstrated by the following relationships for RCP radiation:

~ERðr; tÞ ¼ E0ffiffiffi
2

p ðe_X � ie_YÞexp iðkz�vtÞ½ �

¼ E0ffiffiffi
2

p e_X exp½iðkz�vtÞ� � e_Y exp½iðkz�vtþ p=2Þ�f g ð3:5Þ

wherewe have used the relationship that i ¼ expðip /2Þto create a phase shift of p /2 in the Y-component

of the wave relative to the X-component. If we focus on the real part of the electric field vector we can

write more simply

Re ~ERðr; tÞ
� � ¼ E0ffiffiffi

2
p e_X cosðkz�vtÞ� e_Y cosðkz�vtþ p=2Þ½ �

¼ E0ffiffiffi
2

p e_X cosðkz�vtÞþ e_Y sinðkz�vtÞ½ � ð3:6Þ
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Equation (3.6) describes an electric field wave polarized in the X-direction accompanied by a

second wave polarized in the Y-direction and retarded in phase by p /2, or one quarter of a wavelength.
The sum of these twowaves is a right-circularly polarized light wave. The spatial dependence at t¼ 0

traces out a right-handed helix in space that is pure X-polarized at z¼ 0, at then pure Y-polarized at

z¼ l/4, and so forth. Alternatively, we can observe the polarization in the plane defined by z¼ 0 from

some point along the positive Z-axis, and watch the polarization vector rotate clockwise as time

advances and the wave as a whole translates along the positive Z-axis.

The polarization state of any light beam can be characterized by a two-dimensional Jones vector

defined as:

~sJ ¼ E0

~eX

~eY

 !
¼

~EX

~EY

 !
ð3:7Þ

where ~eX and ~eY are the complex numbers reflecting the amplitudes and phases of the polarization

states of the light in theX- and Y-directions, respectively. The transformation of Jones vectors between

different polarization states as a result of passing through various optical elements or material media

can be described by two-dimensional complex matrices. The focus of the Jones calculus is on the two

spatial degrees of freedom of the polarization states of light as it propagates in space. An alternative,

more flexible and somewhat simpler description of the polarization states of light beams is the

Stoke–Mueller method, which we describe in the next section.

3.2.2 Mueller Matrices and Stokes Vectors

The Stokes–Mueller formalism is a four-dimensional system of Stokes vectors and Mueller matrices

where all the elements refer to radiation intensities, not complex field vectors as in the Jones

formalism, and are therefore real. A Stokes vector is defined as:

S ¼

S0

S1

S2

S3

0
BBBBB@

1
CCCCCA ð3:8Þ

where S0 represents the total intensity, or absolute square of the electric field vector, of the light beam

according the relationships

S0 ¼ I0 ¼ ~E
� � ~E ¼ ~E

�
X
~EX þ ~E

�
Y
~EY ¼ IX þ IY ð3:9Þ

The Stokes vectors, S1, S2, and S3, are the intensities of X-polarized (0�) minus Y-polarized (90�)
radiation, (45�)-degree polarized minus (� 45�)-degree polarized radiation (clockwise positive

rotation when viewed toward the source of radiation), and right minus left circularly polarized

radiation, respectively (Barron, 2004).

S1 ¼ ~E
�
X
~EX � ~E

�
Y
~EY ¼ IX � IY ð3:10Þ

S2 ¼ �ð ~E�
X
~EY þ ~E

�
Y
~EXÞ ¼ I45� � I� 45

� ð3:11Þ
S3 ¼ � ið ~E�

X
~EY � ~E

�
Y
~EXÞ ¼ IR � IL ð3:12Þ
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Transformations between different Stokes vectors, such as SA to SB, as a result of radiation

passing through, or interacting with, an optical element or sample is represented by a Mueller matrix

M given by:

SB ¼

SB;0

SB;1

SB;2

SB;3

0
BBB@

1
CCCA ¼ MB �SA ¼

M00 M01 M02 M03

M10 M11 M12 M13

M20 M21 M22 M23

M30 M31 M32 M33

0
BBB@

1
CCCA

SA;0

SA;1

SA;2

SA;3

0
BBB@

1
CCCA ð3:13Þ

We shall return to Mueller matrices and Stokes vectors in Chapters 6, 7 and 8 when describing

optical setups used for VCD and ROA instrumentation in which polarized radiation passes through

various optical elements on its way from the source to detector.

3.2.3 Definition of Optical Activity

Optical activity involves the combination of the concepts of molecular chirality with those of the

circular polarization states of radiation. As we have seen, a chiral molecule exists as either one

structural antipode or its exact three-dimensional mirror image (ignoring the miniscule energy

difference of parity violation due to the weak force). Similarly, left and right circularly polarization

states of radiation are spatial mirror images of one another when considering their pattern of the

electric or magnetic field vectors in space at any instant in time, that is, the field vectors are arrayed in

left and right helical patterns, respectively, as a function of location along the path of radiation

propagation, as described above.

A general definition ofmolecular optical activity can be stated as follows.Natural optical activity is

the difference in the interaction of a chiral molecule with left versus right circularly polarized

radiation. These differences in interaction exist because they are diastereomeric in form. The

interaction of right circularly polarized radiation with a ‘right-handed’ enantiomer of a chiral

molecule (Rrad, Rmol) is different from the interaction of left circularly polarized radiation with the

same ‘right-handed’ chiral molecule (Lrad, Rmol). This is the same conceptual difference as the

diastereomers of a molecule with two chiral centers, as discussed in Section 3.1.5. The (Rrad, Rmol)

‘diastereomeric interaction’ has different physical properties than the corresponding (Lrad, Rmol)

‘diastereomeric interaction’. The interaction between molecules and radiation typically leads to

transitions between quantum energy states inmolecules. The nature of these transitions, and the nature

of the radiation, provides a means of classifying different types of molecular optical activity. For

example, interactions involving electronic state transitions are classified as electronic optical activity,

whereas those involving vibrational transitions are classified as vibrational optical activity.

In addition to electromagnetic radiation, neutrons can be polarized in left and right circular

polarization states, and hence neutron optical activity can exist and has been described theoretically

(Cox and Richardson, 1977). In general, quantum mechanical particles have spin polarization.

Fermions, such as quarks and leptons, have half-integer spin while bosons have zero or integral

spin. The spin quantumnumber, and hence polarization state, of an individual photon, a boson, is either

þ1 corresponding to right circular polarization or � 1 for left circular polarization. Neutrons are

fermions and can have spin polarization quantumnumbers of þ 1=2 and � 1=2, for example, for right and

left polarization states, respectively.

3.2.4 Optical Activity Observables

Wehave seen earlier that the first measurements of optical activity involved observations of rotation of

the plane of polarized light as radiation passed through a chiral medium. The classical forms of optical
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activity observables are optical rotation and circular dichroism, both of which were originally

expressed in terms of angles associated with the polarization state of elliptically polarized light as

it passed through the optically active medium. As we shall see, optical rotation is the sign and

magnitude of angle of rotation induced on linearly polarized radiation or the major axis of elliptically

polarized radiation, and circular dichroism is the sign and angle of ellipticity imparted on the initially

linearly polarized radiation. These measured optical properties reflect the nature of the medium, its

index of refraction, its absorption, its density, and the wavelength of the radiation. In this section we

identify the classical optical activity variables and develop a connection between these material

observables and the molecular properties from which they arise.

3.2.4.1 Complex Index of Refraction

We begin by considering the effects of the complex refractive index ~n introduced earlier in connection
with the description of the electric field of electromagnetic radiation given in Equations (3.1) and (3.2).

We can combine these equations with Equation (3.9) for the Stokes vector definition of

the total intensity of radiation, S0, in terms of the absolute square of the electric field vector of the

radiation by writing

Iðr; tÞ ¼ ~E
�ðr; tÞ ~Eðr; tÞ ¼ E0~e exp½2pið~n � r=l� ntÞ�j j2 ð3:14Þ

where ~n is a complex vector parallel to the propagation direction of the radiation. If we again take

direction of propagation to be the laboratory Z-axis, we can write the intensity of radiation emerging

from an isotropic medium of thickness z with complex refraction ~n by:

Iðz; l; tÞ ¼ E0~e exp½2pið~nz=l� ntÞ�j j2 ð3:15Þ

We can write the complex refractive index in terms of its real and imaginary parts as:

~n ¼ nþ in0 ð3:16Þ

Note that alternative conventions for defining the complex index of refraction often used

are ~n ¼ n0 þ in00 and ~n ¼ nþ ik. A complex index of refraction is necessary whenever the

radiation has absorption losses in the medium at wavelength, l. Substituting this expression into

Equation (3.15) yields:

Iðz; l; tÞ ¼ E0~e exp½2piðnz=l� ntÞ� 2pn0z=l�j j2 ð3:17Þ

where we have separated the imaginary and real parts of the exponent for reasons to be made

clear below.

3.2.4.2 Absorption Observables

If we carry out the absolute square of Equation (3.17) the temporal dependence of the radiation, and its

dependence on the real part of the refractive index, is lost. All that remains is the dependence of the

intensity, for a givenwavelength l and distance z traversed through themedium, on the imaginary part

of the refractive index, n0.

Iðz; lÞ ¼ E0
2 expð�4pn0z=lÞ ð3:18Þ
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If we now convert the dependence on wavelength to wavenumber frequency, given as before by

�n ¼ 1 /l, and indicate explicitly those quantities that depend on the wavenumber of the radiation,

we have

Ið�n; zÞ ¼ I0ð�nÞe�4p�nn0ð�nÞz ¼ I0ð�nÞ10�«ð�nÞCz ¼ I0ð�nÞe�2:303«ð�nÞCz ð3:19Þ

Also included in this equation are relationships from Chapter 2 in Equation (2.54) defining

the molar absorption coefficient, or molar absorptivity «ð�vÞ, where C is the concentration of the

sample in moles per liter, or its molar density in moles per 1000 cm3, and z is taken as the

pathlength of the sample. Equating the exponents of the terms with base e we find the connection

between the material absorbance (loss) property, n0ð�vÞ, and the molecular absorbance property,

«ð�vÞ, to be:

4p�vn0ð�vÞz ¼ 2:303«ð�vÞCz ð3:20Þ

The pathlength of the sample, z, cancels from this equation, and solving for n0ð�vÞ gives:

n0ð�vÞ ¼ 2:303C

4p�v

� �
«ð�vÞ ð3:21Þ

3.2.4.3 Circular Dichroism and Ellipticity Observables

For a chiral sample, there is a difference in the complex index of refraction for RCP and LCP radiation.

Thus we can write

D~n ¼ ~nL � ~nR ¼ ðnL � nRÞþ iðn0L � n0RÞ ¼ Dnþ iDn0 ð3:22Þ

where we have momentarily suppressed the spectral frequency dependence of these quantities. Also,

as will become clear below, Dn is related to optical rotation and Dn0 to circular dichroism.

The relationship between material and molecular absorption properties given in Equation (3.21)

can now be given for circular dichroism by an equation in terms of the difference inmolar absorptivity,

D«ð�nÞ, by:

Dn0ð�vÞ ¼ 2:303C

4p�v

� �
D«ð�vÞ ð3:23Þ

The ellipticity angle in radians induced on an incident plane polarized wave of radiation by

an absorbing chiral sample is given in radians by the simple relationship (Salvadori and

Ciardelli, 1973)

crð�vÞ ¼
pl
l

n0Lð�vÞ� n0Rð�vÞ
� � ¼ pl

l
Dn0ð�vÞ ð3:24Þ

where the pathlength, l, and the wavelength, l, are both given in centimeters. The ellipticity in

degrees is easily related to circular dichroism in decadic absorbance units, DAð�vÞ, by:

cdð�vÞ ¼
180l

l
Dn0ð�vÞ ¼ 180l

l
2:303C

4p�v

� �
D«ð�vÞ ¼ 33D«ð�vÞCl ¼ 33DAð�vÞ ð3:25Þ
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Historically, the pathlength and density dependence of cdð�vÞ are removed by defining the

specific ellipticity for a neat liquid,

cð�vÞ½ � ¼ cdð�vÞ=rl0 ð3:26Þ

where r is the density in g cm�3 and l0 is the pathlength in decimeters (dm). For solutions, the

corresponding definition is:

cð�vÞ½ � ¼ cdð�vÞ=cl0 ð3:27Þ

where c is the concentration in g cm�3 or gmL�1. Ellipticity is also reported asmolar ellipticity in units

of degreesmol�1 L cm�1, given by:

Qð�vÞ½ � ¼ ½cð�vÞ�M
100

¼ 100

Cl
cdð�vÞ ð3:28Þ

whereM is the molecular weight, or molar mass, of the sample in gmol�1. The division by 100 in

the definition of molar ellipticity is only a matter of convention and convenience. For the

expression following the second equality a factor of 104 is required for the conversion of the

units of the product of molar concentration and pathlength from c /Mð Þl0, in units of mol cm�3

and dm, to Cl in units of mol L�1 and cm. Combining Equations (3.28) and (3.25) gives the

frequently cited relationship between molar ellipticity and circular dichroism expressed as

molar absorptivity,

Qð�vÞ½ � ¼ 100

Cl
33DAð�vÞ½ � ¼ 3300D«ð�vÞ ð3:29Þ

3.2.4.4 Optical Rotation Angle and Optical Rotatory Dispersion Observables

Optical rotation is a complementary optical activity observable to circular dichroism, which arises

from the difference in the real part of the index of refraction for left versus right circularly polarized

radiation. For a sample of pathlength l, the observed optical rotation in radians, ar , can be defined by

analogy to Equation (3.24) as:

arð�vÞ ¼ pl
l

nLð�vÞ� nRð�vÞ½ � ¼ pl
l
Dnð�vÞ ð3:30Þ

The specific rotations can be defined in degrees in the same way as specific ellipticities in

Equations (3.26) and (3.27) by:

að�vÞ½ �Tl ¼ adð�vÞ=rl0 ¼ adð�vÞ=cl0 ð3:31Þ

where it is customary to specify the temperature T in degrees centigrade and wavelength l in

nanometers. Finally, the molar rotation is defined in terms of specific rotation, as before, by:

Fð�vÞ½ �Tl ¼ að�vÞ½ �TlM
100

ð3:32Þ

where the units of Fð�vÞ½ �Tl are the same as molar ellipticity, Qð�vÞ½ �, namely degrees mol�1 L cm�1.
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3.3 Classical Forms of Optical Activity

The classical forms of natural optical activity are optical rotation and circular dichroism in the

visible and ultraviolet regions of the spectrum. As was noted above, optical rotation (OR) measure-

ments were the earliest measurements of optical activity followed by circular dichroism (CD). The

visible and ultraviolet spectral regions are associated with electronic transitions, so these original

forms of optical activity are also referred to as electronic optical activity (EOA). With the advent and

development of optical activity in the vibrational region of the spectrum, the term vibrational

optical activity (VOA) has come into widespread use. Thus, to distinguish CD of electronic origin

from CD of vibrational origin the term electronic circular dichroism (ECD), in analogy to VCD, has

been gaining wider use. Similarly, the spectrum of OR, termed optical rotatory dispersion (ORD),

needs to be distinguished for transitions of electronic versus vibrational origin. This has been a mute

point until recently; however, the first reports of optical rotation in vibrational transitions have been

published (Lombardi and Nafie, 2009; Rhee et al., 2009), thus giving rise to the terms vibrational

optical rotatory dispersion (VORD), or equivalently vibrational circular birefringence (VCB), to

distinguish them from electronic optical rotatory dispersion (EORD) or electronic circular birefrin-

gence (ECB).

3.3.1 Optical Rotation and Optical Rotatory Dispersion

OR can refer to a measurement of optical rotation for a particular sample as defined above in

Equation (3.30).More commonly, it is the specificoptical rotation in degrees, givenbyEquation (3.31),

at say the sodium D line (546 nm) using a pathlength of 1 dm, corrected to unit density (g cm�3) or

concentration (gmL�1), at a specified temperature. For spectralmeasurements related to themolecular

property, such as an optical rotatory dispersionORD spectrum, the intensity units are usually themolar

(specific) rotation given by Equation (3.32).

Because OR is such a simple measurement, its discovery historically preceded that of circular

dichroism measurements (Lowry, 1935). The reasons are twofold. The measurement of OR does not

require the direct use of circular polarization states. These states of light, for any form of radiation, are

more challenging to prepare than the corresponding linear polarization states. Secondly, OR can be

measured in the visible region of the spectrum for colorless samples far from their lowest energy

ultraviolet electronic absorption bands. This situation is commonly encountered for the organic

compounds where optical activity was first observed.

Today OR remains as the simplest measure of optical activity and has become the standard way to

distinguish samples of enantiomers from one another experimentally. Unfortunately, however, OR,

being a dispersion property of matter, is more difficult to calculate and express theoretically than the

corresponding absorption property, CD. The OR at a particular spectral location, is the net effect of all

transitions in a molecule, although, as will be shown below, nearby transitions in a spectral sense are

more influential than more distant transitions. As a consequence, the measurement of ORD is far less

common today than the measurement of CD spectra.

3.3.2 Circular Dichroism

CD can be measured either as the difference in absorbance or absorption coefficient (molar

absorptivity) or as an ellipticity measurement. Electronic CD instruments (but not VCD instruments!)

usually present ECD spectra in units of ellipticity, but this is actually the result of a conversion to units

of traditional usage rather than an actual measurement of the degree of ellipticity imposed by a chiral

sample on an incident linearly polarized light beam. The use of ellipticity for themeasurement of ECD

hides the fact that ECD and the corresponding parent ultraviolet (UV) or visible absorbance spectrum
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are the corresponding whole and circular differential forms of the same molecular property as there is

no logical way to express absorption in ellipticity units.

The routine measurement of CD spectra did not occur until after instrumentation for the

measurement of absorption in the UV region became routinely available. Even so, the underlying

relationship between CD and ORD spectra was not appreciated until the early 1960s

(Moscowitz, 1962), and the first commercial CD instruments became available in the mid-1960s.

Once the relationship betweenCD andORDhad been understood, it was realized that CD spectrawere

simpler to interpret theoretically and that in principle no new informationwas available from the entire

ORD spectrum that was not equivalently available from the corresponding entire CD spectrum. As a

consequence, the measurement of ORD gradually fell into disfavor, although more recently a slight

resurgence in the wavelength dependence of OR measurement has emerged for reasons related to

verifying the accuracy of quantummechanical computations of OR, which can now be carried out as a

function of the spectral frequency.

3.3.3 Kramers–Kronig Transform Between CD and ORD

The relationship between a CD spectrum and its corresponding ORD spectrum parallels

the relationship between the absorption spectrum of a material and its index of refraction.

In particular, there is a relationship known as the Kramers–Kronig transform between the real and

imaginary parts of any response function for the interaction of radiationwithmatter (Barron, 2004). In

the case of the complex index of refraction, defined above in Equation (3.16), and written as a function

of spectral frequency:

~nð�nÞ ¼ nð�nÞþ in0ð�nÞ ð3:33Þ

The Kramers–Kronig transform relationship is:

nð�nÞ ¼ 1þ 2

p
P

ð1
0

�jn0ð�jÞ
�j
2 � �n2

d �j ð3:34Þ

n0ð�nÞ ¼� 2�n

p
P

ð1
0

nð�jÞ
�j
2 � �n2

d �j ð3:35Þ

where the integration variable �j has the same units as wavenumbers �n, or inverse wavelength, 1 /l,
typically in units of cm�1, although the use of any frequency variable leaves these equations in the

same form. The additional term of 1 in Equation (3.34) enters because the index of refraction of the

vacuum is taken as unity. Here P designates the Cauchy principal value of the integral, which is

evaluated by contour integration in the complex plane where the frequencies are allowed to become

complex variables. It can be seen from these relationships that knowledge of the entire spectrum of

either nð�nÞ or n0ð�nÞ permits evaluation of the other spectrum at any specified frequency �n in its

spectrum. The Kramers–Kronig transforms linking nð�nÞ and n0ð�nÞ are sometimes referred to as

dispersion relationships, because of the connection between the dispersion quantity, in this case the

spectrum of the index of refraction, and its corresponding absorption quantity, the absorption

spectrum. The relationship is also a result of the principle of causality expressed by means of

response theory in which the response of the medium cannot precede its radiation stimulus. The

general form of the absorption spectrum is a maximum at the resonance frequency, whereas the index

of refraction exhibits anomalous dispersion resulting in negative index values, relative to its

nearby off-resonance value, on the high-frequency side of resonance and more positive index values

on the low-frequency side. Particular examples of this are provided later in this section.
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The Kramers–Kronig transform relationship can easily be extended to CD and ORD spectra as, by

Equation (3.22), these are simply the circular polarization differences of the real and imaginary parts of

the complex indices of refraction, nð�nÞ and n0ð�nÞ, featured in the transform relationships above. Sowe

can write:

Fð�nÞ ¼ 2

p
P

ð1
0

�jQð�jÞ
�j
2 � �n2

d �j ð3:36Þ

Qð�nÞ ¼ � 2�n

p
P

ð1
0

Fð�jÞ
�j
2 � �n2

d �j ð3:37Þ

where Equation (3.36) expresses the ORD spectrum at any point in terms of the integral over all

frequencies of the CD spectrum, whereas Equation (3.37) does just the opposite, the CD spectrum at

any point is given in terms of the entire ORD spectrum. We have chosen to express the Kramers–

Kronig transform in terms of the molar rotations and ellipticities, but any pair of equivalent ORD and

CDobservables, such asarð�vÞ andcrð�vÞ, ½a�ð�vÞ and ½c�ð�vÞ, orDnð�vÞ andDn0ð�vÞ, are related by this pair
of integral equations.

3.3.4 Lorentzian Dispersion and Absorption Relationships

The Kramers–Kronig transform introduced in the previous section holds for any form of

physical quantities related by dispersion relationships, such the refractive index and absorption

spectra, independent of the form of their spectral lineshapes. In this section, we present a simple

yet powerful relationship between Kramers–Kronig transform pairs under the assumption that

the lifetimes of the excited states involved are governed by a simple exponential decay constant,

ga. Under this assumption, the time dependence of a quantum state a is described by the

wavefunction

Ya r; tð Þ ¼ ca rð Þe� ivate� gat ¼ ca rð Þe� iðva � igaÞt ð3:38Þ

In the first relationship, the state is seen to decay with time and in the second relationship we show

that this decay can be introduced by adding an imaginary decay term into the frequencyof the state a, as

va � iga. The spectral lineshape of this state is obtained from its Fourier transform

Ya r;vð Þ ¼ 1

2p

ð1
0

Ya r; tð Þeivtd t ð3:39Þ

and by direct integration is just a complex Lorentzian lineshape given by:

Ya r;vð Þ ¼ ca rð Þ 1
p

1

va �vð Þ� iga

� �
ð3:40Þ

The complex lineshape factor can be expressed in terms of real and imaginary parts as:

~f a vð Þ ¼ 1

p
1

va �vð Þ� iga

� �
¼ fa vð Þþ if 0a vð Þ ð3:41Þ
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fa vð Þ ¼ 1

p
va �v

va �vð Þ2 þ g2a

" #
ð3:42Þ

f 0a vð Þ ¼ 1

p
ga

va �vð Þ2 þ g2a

" #
ð3:43Þ

These two Lorentzian lineshape functions are shown in Figure 3.1. They are Kramers–Kronig

transforms of one another and describe the lineshapes of the refractive index and absorption

under the assumption of the exponential time decay of the state a with decay constant, ga. The
dispersion lineshape fa vð Þ is anti-symmetric about the resonance frequency, va. It is negative on

its high frequency side, zero at the resonance frequency, and positive on its low frequency side.

The absorption lineshape was first introduced in Equation (2.56) in the context of the lineshape

of the molecular absorption coefficient and its relationship to the dipole strength of a transition.

This function is symmetric about the resonance frequency characteristic of spectral absorption bands.

3.3.5 Dipole and Rotational Strengths

Using these lineshapes we can obtain expressions for the Lorentzian lineshapes of dispersion and

absorption bands. In particular, we can obtain expressions for the spectra of the real part of the

refractive index and absorption by combining Equations (2.56), (3.23), (3.42), and (3.43) to write

nð�nÞ ¼ 1þ 2:303C

4p�v

� �
8p3N�n

3000hc lnð10Þ
X
a

Da

�na � �nð Þ=pa
�na � �nð Þ2 þ g2a

" #
ð3:44Þ

Figure 3.1 The real (A) and imaginary (B) parts, Equations (3.42) and (3.43), respectively, of the complex
normalized Lorentzian lineshape, Equation (3.41), are plotted in frequency units of half-width at half-
maximum of the absorption lineshape where the real and imaginary parts cross each other. The band
center frequency is chosen to be zero. Reproduced with permission from John Wiley & Sons (Lombardi
and Nafie, 2009)
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n0ð�nÞ ¼ 2:303C

4p�v

� �
8p3N�n

3000hc lnð10Þ
X
a

Da

ga=p
�na � �nð Þ2 þ g2a

" #
ð3:45Þ

Here we have used wavenumbers instead of frequency in radians to express the spectral frequency

dependence, and Da is the position or velocity forms of the dipole strength defined previously

in Equations (2.17) and (2.21), respectively. The corresponding expressions for CD and ORD are

given by:

Dnð�nÞ ¼ 2:303C

4p�v

� �
32p3N�n

3000hc lnð10Þ
X
a

Ra

�na � �nð Þ=p
�na � �nð Þ2 þ g2a

" #
ð3:46Þ

Dn0ð�nÞ ¼ 2:303C

4p�v

� �
32p3N�n

3000hc lnð10Þ
X
a

Ra

ga=p
�na � �nð Þ2 þ g2a

" #
ð3:47Þ

where Ra is the rotational strength, the optical activity analogue of the dipole strength, Da, and forms

the theoretical basis for CD or ORD intensities. For a general transition from a ground state, 0, to an

excited state, a, the dipole and rotational strengths are defined as:

Da ¼ hc0jmjcai� � hcajmjc0i ¼ jhcajm c0j ij2 ð3:48Þ
Ra ¼ Im c0jm caj i � cajm c0j ih �h½ ð3:49Þ

where m is the magnetic dipole moment operator of the molecule given by:

m ¼
X
j

ej

2mjc
rj � pj ð3:50Þ

The expression given here for the rotational strength, also called the Rosenfeld equation, applies

only for a molecule in an isotropic medium or the expression of a single molecule averaged over all

orientations. If a single crystal or spatially oriented non-isotropic sample is considered, amore general

expression for the rotational strength (and the dipole strength) must be used that includes, in general,

the electric quadrupole moment. Notice that the rotational strength is a vector dot (scalar) product of

two different transition moment vectors and hence can be either a positive quantity for positive

projection of one vector on the other (same direction overlap), or negative for a negative projection

(opposite direction overlap), or zero for orthogonal vectors. Only chiral molecules support non-zero

values of the rotational strength. For non-chiral molecules with at least an improper axis of rotation,

the rotational strength must vanish. Either the electric dipole or magnetic dipole transition moment

vanishes for a given transition, or if both are non-zero, they must be orthogonal with zero overlap. We

will consider further properties of the rotation strength in the next chapter whenwe describe the theory

of vibrational circular dichroism.

We conclude this section by using these relationships to derive the expression connecting circular

dichroism in terms of differential molar absorptivity and the rotational strength. In particular we have:

D«ð�nÞ¼ 32p3N�n
3000hc lnð10Þ

X
a

Ra

ga=p
�na � �nð Þ2 þ g2a

2
4

3
5

¼ �n

2:236� 10�39

X
a

Ra f
0
að�nÞ

ð3:51Þ
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This equation is directly analogous to Equation (2.56), which connects the spectrum «ð�nÞ of the molar

absorption coefficient to the sum of the dipole strengths of a molecule with Lorentzian lineshapes for

each transition, reproduced here for comparison,

«ð�nÞ ¼ 8p3N�n
3000hc lnð10Þ

X
a

Da f
0
að�nÞ ¼ �n

9:184� 10�39

X
a

Da f
0
að�nÞ ð3:52Þ

These equations become of central importance when comparing the results of measurements and

calculations of molecular spectral properties. Finally, one of the most important relationships in

optical activity is that equating the dimensionless ratio of circular dichroism, D«að�nÞ, to its parent

absorption coefficient, «að�nÞ, for a given transition to the corresponding ratio of the rotational and

dipole strengths. From the last two equations we can write:

ga ¼ D«að�nÞ
«að�nÞ ¼ 4Rað�nÞ

Dað�nÞ ð3:53Þ

The lineshape factors and units are virtually the same for the spectral quantities in the numerator and

denominator. The quantity ga for a spectral band associated with a transition to state a is called the

anisotropy ratio and is a measure of the intrinsic chiral strength of a transition. As we will see

in Chapter 6, it is also a measure of the expected signal-to-noise ratio in the measurement of a

CD spectrum.

3.3.6 Magnetic Optical Activity

For completeness, we describe here, briefly, the phenomenon of magnetic optical activity (MOA), a

property of all molecules, in contrast to natural optical activity that arises only from chiral molecules

(Buckingham and Stephens, 1966). Magnetic optical activity, like natural optical activity, is

manifested in two forms, magnetic optical rotation and magnetic circular dichroism (MCD)

(Stephens, 1974). In all cases of MOA, a magnetic field is applied along the direction of propagation

of the beamof radiation, either parallel or anti-parallel, that passes through a sample ofmolecules. The

magnetic field induces a response in the molecule, such as splitting of degenerate electronic or

vibrational states or couplings of states, which in turn induces a differential response to left and right

circularly polarized states of the beam of radiation. Magnetic optical rotation, also known as the

Faraday Effect, causes linearly polarized light to rotate to the left or right depending on the region of

the spectrum and the direction of the magnetic field. If the field is reversed, the sense of rotation of the

linearly polarized light beam reverses. Similarly, for MCD, the signs of the MCD bands reverse upon

changing the direction of the magnetic field from parallel to anti-parallel to the radiation beam. For a

sample that is chiral, one observes a linear superposition of CD and MCD spectra as

D«CDð�nÞþD«MCDð�nÞ. The two spectra are easily separated, either by reversing the direction of the

magnetic field one obtains D«CDð�nÞ�D«MCDð�nÞ, or instead by changing the sample from one

enantiomer to the other one obtains �D«CDð�nÞþD«MCDð�nÞ, thereby reversing the sign of the CD

while keeping the MCD spectrum the same sign.

3.4 Newer Forms of Optical Activity

The classical forms of natural optical activity, as we have seen in the previous section, are ECD and

EORD in the ultraviolet and visible regions of the spectrum involving electronic transitions. Over the

past 40 years, new types ofmeasurements of optical activity outside the classical forms have occurred.
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In some cases, overlap exists between the different forms of optical activity, and in others it possible to

observe in a single spectrummore than one form of optical activity. In this section, we briefly describe

some of these new forms of optical activity before we turn more exclusively to considerations of

vibrational optical activity in the following chapters.

3.4.1 Infrared Optical Activity, VCD, and IR-ECD

An obvious extension of ECD and EORD is to measure these spectra toward longer wavelengths of

the infrared region. Although a few near-infrared or infrared ORD measurements have been

reported, most of the extensions of optical activity into the infrared region were carried with CD

measurements. The first such measurements of infrared optical activity were near-infrared and

infrared CD measurements of a rare earth metal complex that possessed lower lying electronic

transitions between 5000 and 2000 cm�1 (Chabay et al., 1972). Next came VCD measurements of

transitionmetal crystals, in both the near-infrared regions for overtones and combination bands (Hsu

and Holzwarth, 1973), and then into the infrared region with fundamentals of vibrational transitions

as described earlier.

3.4.1.1 VCD–ECD Overlap

Infrared CD measurements have been carried out for some transition metal complexes that possess

low-lying infrared transitions (He et al., 2001). These compounds exhibit both infrared ECD

(IR-ECD) and VCD. Furthermore, the VCD is seen to be enhanced from borrowing magnetic-dipole

transition moment strength from the d–d electronic transitions of the transition metal through a

vibronic coupling mechanism. Thus, it is possible to see an overlap between ECD and VCD in

appropriate molecules in the near-infrared or infrared spectral regions when both types of transitions

are present.

Recently, two reports of infrared vibrational optical rotatory dispersion (VORD), also called

vibrational circular birefringence (VCB), have appeared. In the first of these, bothVCDandVORDare

measured simultaneously as in-phase and out-of-phase components of a femtosecond laser-pulse

generated spectrum in the CH stretching region, thereby opening a new approach to the VCD and

VORD measurement with femtosecond time resolution (Rhee et al., 2009). In the second report, a

standard Fourier transform VCD spectrometer was converted to allow measurement of VCB by

insertion of a polarizer oriented at 45� after the sample and detecting as a pseudo linear dichroism

spectrum at twice the polarization modulator frequency (Lombardi and Nafie, 2009). This last report

also included the first quantum mechanical calculation of VCB obtained by merely changing the

lineshape function from Lorentzian absorption, Equation (3.43), to Lorentzian dispersion, Equa-

tion (3.42). Agreements between calculated and measured VCD and VCB spectra were excellent and

equally close, as will be discussed further in later chapters.

3.4.2 Vacuum Ultraviolet and Synchrotron Circular Dichroism

About the same time that ultraviolet–visible ECD was being extended into the near-infrared and

infrared regions, efforts were underway to extend ECD measurements to shorter wavelengths (lower

that about 180 nm) into the so-called vacuum ultraviolet (VUV) region (Snyder and Johnson, 1978).

Here electronic transitions can be accessed that are higher in energy than the p-electron transitions

(n� p� and p� p�) typical of normal UV spectroscopy where a group with p-electrons, called a

chromophore, must be present to see absorption bands or ECD spectra. VUV ECD can access excited

electronic states where the presence of a standard UV chromophore is not necessary in the molecule.

These efforts were supplemented by access to high energy UV and vacuum UV radiation at
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synchrotron facilitieswhereCDandMCDexperiments have been set up andmeasurements carried out

and analyzed (Snyder and Rowe, 1980).

3.4.3 Rayleigh and Raman Optical Activity, RayOA and ROA

Rayleigh optical activity (RayOA) and Raman optical activity (ROA) are distinctly new forms of

optical activity involving molecular scattering where there are no classical optical activity analogues.

However, it has been shown theoretically that there are connections between OR and RayOA in the

forward direction. As pointed out in Chapter 1, there are four forms of circular polarization (ICP, SCP,

DCPI, andDCPII) ROA andRayOA. In addition, four forms of linear polarization (ILP, SLP,DLPI, and

DLPII) ROA and RayOA have been defined and predicted theoretically but have not yet been

discovered (Hecht and Nafie, 1990). As electronic Raman scattering exists, particularly for molecules

with low-lying electronic states, both electronic and vibrational ROA exist. The former has been

observed but only for magnetic-field induced ROA, that is, magnetic ROA, a form of magnetic optical

activity. To date, natural electronic resonance ROA has been reported for the first time recently

(Merten et al., 2010).

3.4.3.1 ROA Overlaps

From these considerations, it is clear that both electronic and vibrational ROA exist and have appeared

in the same spectrum. Furthermore, as Rayleigh scattering overlaps with low-frequency Raman

scattering, the potential also exists for overlap of the observation of RayOA in the depolarized

Rayleigh wings with low-frequency vibrational ROA spectra. The best form of RayOA for seeing

RayOA intensity away from the central Rayleigh line is in-phase dual circular polarization (DCPI)

RayOA as predicted recently in a computational study (Zuber et al., 2008).

3.4.4 Magnetic Vibrational Optical Activity

Although MVOA is not a chiroptical spectroscopy, it is closely related instrumentally and theoret-

ically. In Section 3.3.6, we discussed briefly the concepts of magnetic optical activity in general and

MCD in particular. Here we describe the extension of MOA to vibrational transitions. Magnetic ROA

has been described theoretically (Barron and Buckingham, 1972) and observed experimentally in

vibrational transitions as magnetic resonance ROA (Barron, 1975; Barron, 1977; Barron et al., 1982a)

and in split degenerate electronic transitions of transition metal complexes as magnetic electronic

ROA (Barron andMeehan, 1979; Barron et al., 1982b). As with natural ROA,MROA is a new form of

magnetic optical activity distinct from magnetic optical rotation and MCD.

In an analogousway,MCDhas been extended to infrared vibrational transitions asMVCD. Itwas first

reported experimentally as A-term MVCD in the splitting of degenerate vibrational modes of simple

threefold symmetric methyl halides (Keiderling, 1981; Devine and Keiderling, 1983), benzene and

1,3,5-trisubstituted derivatives, (Devine and Keiderling, 1984), and metal hexacarbonyls (Devine and

Keiderling,1985).ThetheoryofMVCDwassubsequentlydevelopedtheoreticallyintermsofthevibronic

couplingtheoryofmoleculeswithdegeneratestates(PawlikowskiandKeiderling,1984;Pawlikowskiand

Pilch, 1992).

More recently, MVCD has been observed in chiral molecules where it appears together with the

natural VCD spectrum (Ma, 2007). In this caseMVCD, alongwith infrared electronicMCD (MECD),

was observed with a 1.4 Tesla magnetic field in the mid-IR regions using an FT-VCD spectrometer for

transitionmetal complexes with low-lying excited electronic states that enhanced the intensity of both

the VCD, as previously reported (He et al., 2001), and the MVCD spectra (Ma, 2007). The MVCD

spectra were easily separated from the natural VCD spectra by reversing the direction of the magnetic

field with respect to the direction of propagation of the IR beam, as described above for MOA.
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The theory of MVCD for chiral molecules lacking degenerate states involves only the B-term

mechanism of MVCD, not previously developed in the literature. An elemental theoretical treatment

of B-term MVCD, as well as the first B-term MVCD spectra, is presented in Appendix D.

3.4.5 Fluorescence Optical Activity, FDCD and CPL

There are two forms of fluorescence optical activity (FOA). Both are forms of electronic OA as

fluorescence is very weak in the near-IR and IR spectral regions. One form of FOA is simply a way of

detecting CD intensity in absorption bands that lead to fluorescence by measuring the total

fluorescence for absorption by the sample of alternately left and right circularly polarized excitation

radiation. This is called fluorescence detected circular dichroism (FDCD) and is simply the CD

associated with a fluorescence excitation spectrum (Mueller et al., 2005).

The other form of FOA is termed circularly polarized luminescence (CPL) or circularly polarized

emission (CPE) largely for historical reasons (Gussakovsky, 2010). It could also be called circularly

polarized fluorescence (CPF). This form of OAwas first detected in luminescent transition metal and

lanthanide metal complexes. CPF is measured as the difference in the fluorescence emission spectrum

for left versus right circularly polarized fluorescence radiation for unpolarized excitation radiation.

FDCD is ameasure of a ground electronic state property, namely the CD starting from the ground state

of the molecule, whereas CPF is a measure an excited electronic state property, namely its preference

for left or right circularly polarized fluorescence from that excited state.

3.4.5.1 FOA and ROA Overlap

AsfluorescenceandRamanscatteringcanbeobservedin thesamespectrum, it isnatural toexpect that is

it possible toobserveFOAandROAsimultaneously. Ifonemeasures ICP-ROAthe incident (excitation)

beam is modulated between the RCP and LCP states and the total ROA intensity is measured.

Accompanying such anROAmeasurement, as a broad underlying FOA spectrum,would be the FDCD

spectrum.Similarly, foranSCP-ROAmeasurement, theunderlyingFOAbackgroundwouldbe theCPL

spectrum because for SCP-ROA one uses unpolarized laser excitation followed by the difference in

circular polarization of the Raman scattered and fluorescence radiation. To date, there are no

fluorescence analogues of DCP-ROA measurements, but as fluorescence is simply two one-photon

transitions, unlikeROA, thefluorescence FOAspectra underlyingDCP-ROAspectrawould be the sum

of the FDCD and CPF spectra for DCPI-ROA and their difference for DCPII-ROA.

An odd, perhaps unfortunate quirk of FOA and ROA is that they are defined oppositely with respect

to RCP and LCP radiation, after some early debate on the subject of which sign convention should be

used (Barron andVrbancich, 1983; Nafie, 1983). All forms of CD andORDare defined as the intensity

of LCPminus that of RCP, and hence positive OA represents a preference for LCP over RCP, whereas

ROA is the opposite. Thus, FOAwould appear with the opposite sign (positive FOA in the negative

ROA intensity direction) in a spectrum that exhibited both FOA and ROA in the same spectrum.

This odd juxtaposition of sign conventions has also arisen in the theory of resonance ROA from a

single resonant electronic state (Nafie, 1996). The theory predicts that the ratio of ROA and Raman

intensity, for the entireROAspectrum, is the same towithin a factorof twoof the anisotropy ratio (CD to

absorbance) of the resonant electronic state, but with the opposite sign! In this limit the most primitive

origin of ROA intensity can be seen as having its origin in the CD of a single electronic state, but also

revealed is the difference in sign convention ofROAversus all other formsofmolecular optical activity.

3.4.6 Other Forms of Optical Activity

Anumber of rather exotic forms ofOAhave been described theoretically, or attempted experimentally,

or both. Here we describe a few of those of current or potential interest.
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3.4.6.1 X-Ray Circular Dichroism

CD in the far-ultraviolet and X-ray region have been carried out recently. These measurements yield

CD associated with excitation of inner shell electrons. These transitions are high localized and report

only weakly on the overall chirality of the molecule. Nevertheless they are interesting and provide a

new frontier of investigation for CD spectroscopy (Kuberski et al., 2008).

3.4.6.2 Neutron Optical Activity

The theory of neutron optical activity (NOA) was presented over three decades ago (Cox and

Richardson, 1977) but to date nomeasurements ofNOAhave been reported. The theory is based on the

fact that neutrons can possess spin angular momentum relative to their direction of propagation.

Experimentally it is possible to modulate the spin polarization of neutrons between opposite angular

momentum states, which is all that was assumed in the published theory of NOA. As inelastic neutron

scattering has recently become an emerging form of vibrational spectroscopy, free of selection rules

and having a heavy bias to themotion of hydrogen nuclei, the potential exists for NOA to complement

very nicely all other forms of OA, and in particular the two principal forms of VOA.

3.4.6.3 Far-Infrared and Rotational CD

Circular dichroism in pure rotational transitions (RCD) has been explored theoretically for gas phase

samples in the microwave region (Salzman and Polavarapu, 1991). Similarly, CD in the terahertz (far-

infrared) region has been explored but not yet reported experimentally. Amajor difficulty in extending

CD measurements to longer wavelengths and lower photon energies, which was overcome in the

development of VCD starting from ECD, is that the ratio of CD to parent absorbance, the anisotropy

ratio, scales as the ratio of the dimensions of the transition (one to several bond lengths) to the

wavelength of the radiation. This is the reason thatVCD intensity ratios are in the range of 10�3 to 10�6

whereas ECD anisotropy ratios are in the range 10�2 to 10�4. For terahertz and microwave CD spectra

the anisotropy ratio is smaller than that of VCD by another factor of 10 to 100, and given that this ratio

is a measure of relative signal-to-noise ratio of measured spectra, prospects for observing CD in this

region, at least from individual molecules, are not high. The basic problem in going to longer

wavelength radiation is that a molecule has an increasingly difficult time sensing whether the

polarization state of the radiation is circulating clockwise or counter clockwise over the dimensions

of the molecule or the transition within the molecule.

3.4.6.4 NMR Chiral Discrimination

It is well known the NMR spectroscopy, as currently practiced, has no discrimination for enantiomeric

pairs of molecules. In other words, NMR is blind to chirality. Of course diastereomeric interactions

between pairs of chiral molecules, such as engendered by NMR shift reagents, do reveal shifts in NMR

lines that canbeassociatedwithdifferent contributions frompairs of enantiomers,but these are subtleand

difficult topredict theoretically.Anumberofattempts,both theoreticalandexperimental,havebeenmade

toobserveoptical activity inNMR, suchasby exciting the samplewithhigh intensity circularlypolarized

radiation (Ikalainen et al., 2008). The latest effort, which shows some promise for experimental

realization, is the application of an orthogonal electric field while conducting an NMR measurement

(Buckingham and Fischer, 2007). Perhaps one day, a form of NMR optical activity will be reported.
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4

Theory of Vibrational Circular
Dichroism

In this chapter we combine the theoretical developments of the last two chapters and present the theory

of vibrational circular dichroism at a level sufficient to understand ongoing applications of VCD.

These include the determination of absolute configuration of small- to medium-sized chiral molecules

and the solution conformations of all classes of chiral molecules, including molecules of biological

significance such as peptides, proteins, nucleic acids, and carbohydrates.

As explained first in Chapter 3, circular dichroism in general, and VCD in particular, arises from

rotational strength, R ¼ Imm �m, the imaginary part of the vector dot product, of the electric dipole

transition moment,m, with the magnetic dipole transition moment,m. As illustrated in Figure 4.1, the

electric dipole transition moment in a molecule arises from and is parallel to the sum of linear

oscillations of chargewhile themagnetic dipole transition moment arises from the sum of circulations

of charge in a plane and eachmagnetic moment contribution is perpendicular to its associated plane of

charge circulation. If the sense of circular of charge reverses, clockwise to counterclockwise from

some perspective for example, then the direction of the associated magnetic dipole moment reverses.

This effect is illustrated in Figure 4.1 where positive CD arises from positive motion upward by

positive charge along a right-handed helical path. The net upward direction gives rise to an upward

electric dipole moment and an upward magnetic dipole moment. For upward motion of a positive

charge along a left-handed helical path gives rise again to an upward electric dipole moment but a

downwardmagnetic dipolemoment and hence negative CD. For oscillatorymotion, when the positive

chargemoves downward, all moments reverse direction and thevector dot product of the twomoments

remains the same. By comparison vibrational absorption (VA), arises from the dipole strength

D ¼ mj j2, the absolute square of the electric dipole transition moment that is always positive for

all motions of charge.

The theory of VCD at the simplest level can be understood in terms of transition moment

derivatives, in a manner parallel to IR vibrational intensities described in Chapter 2. This is illustrated

by the following expressions for the position form of the dipole strength, Da
r;gy 0;gy 0 , adapted from

Equations (2.59) and (2.69b), and the rotational strengthRa
r;gy 0;gy 0 ; these expressions are proportional to
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VA and VCD intensities, respectively.
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Analogous expression using the velocity form of the electric dipole transitions moments from

Equations (2.60) and (2.71b) are:
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From these expressions, it is clear that the magnetic dipole transition moment is a dynamic, not a

static, property of themolecule thatmust couplewith nuclearmomenta, or velocities,where for normal

modes Pa ¼ _Qa as normal coordinates are square-root-mass weighted. Dynamic coupling is not

available within the Born–Oppenheimer approximation and hence formalism must be used that

transcends that level of standard quantum chemistry. As explained in Chapter 2, the velocity form of

the dipole moment also requires formalism beyond the BO approximation.

Before embarking on the formal theory of VCD, wemention that a number of models of VCD have

been developed that circumvent problems inherent in the formal theory of VCD, which involves

problems with the BO approximation just mentioned. A brief description of the simplest of these

models can be found in Appendix A and a more thorough description of all of the models of VCD and

their relationship to the general theory of VCD has been published a number of years ago (Freedman

and Nafie, 1994).

4.1 General Theory of VCD

Previously, expressions have been derived for the absorption intensity of a molecular transition in

terms of the dipole strength between electronic states e and g in Equations (2.17) and (2.21).

m mµ m µ

µ • m > 0 µ • m > 0 

µ

Figure 4.1 The upward direction of an electric dipole moment, m, arising from the upward motion of
positive charge and the upward direction of a magnetic dipolemoment,m, arising from a counterclockwise
circulation of positive charge when viewed from above. Combining these motions for a positive charge
movingupward alonga right-handedhelical path gives rise to parallel electric andmagnetic dipolemoments
and positive CD, whereas the corresponding motion along a left-handed helical path gives rises to anti-
parallel electric and magnetic moments and hence negative CD
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Subsequently the definition was extended to vibrational transitions from level gy to level gy 0 of the ath
vibrational mode of the ground electronic state, Da

gy;gy 0 , in Equations (2.59) and (2.60), and then for

fundamental transitions g0 to g1 asDa
g0;g1, in Equation (2.92). In addition, circular dichroism intensity

was defined in terms of the rotational strength, Ra, of the excited state a in Equations (3.48) to (3.50)

where comparison with the corresponding expression for the dipole strength,Da, is also given. In this

section, these definitions are extended to include the rotational strength of vibrational transitions

within a given electronic state, typically the ground electronic state.

4.1.1 Definitions of VCD Intensity and Rotational Strength

The dipole strength in the position-dipole-moment formulation for a vibrational transition between

states g0 and g1 of the ath normal mode in the ground electronic state is:

Da
r;g1;g0 ¼ Ya

g1 mb

�� ��Ya
g0

D E��� ���2 ð4:5Þ

whereYa
g0 andY

a
g1 are the vibronic wavefunctions of states g0 and g1, respectively, and mb is the bth

Cartesian component of the electric dipole moment operator given by:

mb ¼ mE
b þmN

b ¼ �
X
j

erjb þ
X
J

ZJeRJb ð4:6Þ

This equation shows the separate contributions of the electrons and the nuclei to the dipole moment

operator as defined previously in Equation (2.63). The corresponding definition of the dipole strength

in the velocity dipole formulation is given by:

Da
v;g1;g0 ¼ v�2

a Ya
g1 _mb

�� ��Ya
g0

D E��� ���2 ð4:7Þ

where the velocity dipole moment operator is given by:

_mb ¼ _mE
b þ _mN

b ¼ �
X
j

e_rjb þ
X
J

ZJe _RJb ¼ �
X
j

e

m
pjb þ

X
J

ZJe

MJ

PJb ð4:8Þ

Here the velocity operator is of the form momentum divided by corresponding mass as in

_rjb ¼ �ði�h=mÞ@=@rjb ¼ pjb=m ð4:9aÞ
_RJb ¼ �ði�h=MJÞ@=@RJb ¼ PJb=M ð4:9bÞ

and the second relationship in Equation (4.8) uses instead the correspondingmomentum operators, pjb
and PJb. One reason to present the expressions for the velocity form of the dipole moment and dipole

strength is to illustrate the close connection between velocity dipole formulation of VA intensities and

the expressions needed for the rotational strength and VCD intensities.

The rotational strength for the vibrational transition from g0 to g1 for the ath normal mode is

given by:

Ra
r;g1;g0 ¼ Im Ya

g0 mb Ya
g1

��� E
� Ya

g1 mb Ya
g0

��� E��� iD���Dh
ð4:10Þ
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where Im stands for the imaginary part insuring that the rotational strength is a real quantity required

for an observable by quantum mechanics. This is necessary in this particular case because the

magnetic dipole moment operator is pure imaginary. In Equation (4.10), the operator mb is the bth

Cartesian component of the magnetic dipole operator given by:

mb ¼ mE
b þmN

b ¼ �
X

j
e

2mc
«bgdrjgpjd þ

X
J

ZJe

2MJc
«bgdRJgPJd ð4:11Þ

This operator is defined in terms of the vector cross product of the position and momentum vectors,

which can be seen from the following relationship:

«bgdrjgpjd ¼ ðr� pÞjb ð4:12Þ

where the Einstein convention of repeated Greek subscripts indicates summation over Cartesian

directions x, y, and z, and the symbol «bgd is the alternating tensor equal to þ1 for an even

permutation of the order xyz and �1 for an odd permutation. For example, the xth component of the

electron contribution to the magnetic dipole operator in Equation (4.11) is given by:

mE
x ¼ �

X
j

e

2mc
ðrjypjz � rjzpjyÞ ð4:13Þ

The rotational strength given in Equation (4.10) is the scalar product of two different vectors, the

transition moment matrix elements for the electric dipole moment,
�
Ya

g0 mb

�� ��Ya
g1

�
, and the magnetic

dipole moment,
�
Ya

g1 mb

�� ��Ya
g0

�
. The scalar product is positive if these two vectors have a projection

angle between them of less than 90� and negative if the angle is more than 90� up to a maximum of

180�. This corresponds to VCD bands that in some cases are positive and in others negative. By

contrast, the dipole strength is the absolute square of the electric dipole transition moment and is

always positive, as are vibrational absorption intensities.

The definition of the rotational strength given in Equation (4.9) is based on the position formulation

of the electric dipole transition moment. Alternatively, the rotational strength can be defined using the

velocity formulation of the rotational strength given by:

Ra
v;g1;g0 ¼ v�1

a Re Ya
g0 _mb

�� ��Ya
g1

D E
� Ya

g1 mb

�� ��Ya
g0

D Eh i
ð4:14Þ

The real part of this expression is needed because, as seen from Equation (4.9), there are two

imaginary operators in this equation, the dipole velocity moment operator and the magnetic dipole

moment operator.

4.1.2 Complete Adiabatic Correction to the Born–Oppenheimer

Approximation

For completeness, herewe briefly review fromChapter 2 the theoretical basis of the nuclear velocity

dependence of the electronic wavefunction. The Born–Oppenheimer (BO) approximation is

obtained by a separation of the electronic and nuclear motions in a molecule. The BO Hamiltonian
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operator is given by

HBO ¼ HA
EðRÞþ ðTNÞN ¼ HA

EðRÞ�
X
J

�h2

MJ

@2

@R2
J;a

 !
nucl

ð4:15Þ

The total Hamiltonian operator of themolecule is separated into an electronic part and a nuclear part

consisting of the nuclear kinetic energy operator that acts only the nuclear wavefunction, as

indicated by the subscript nucl. Restricting the operation of the nuclear wavefunction is the key step

in the BO approximation, because otherwise is it could also operate on the electronic wavefunction,

as it does when one goes beyond the BO approximation. The BO adiabatic wavefunction yields the

adiabatic energy levels of the molecule EA
ey by factorization of thewavefunction into a product of an

electronic wavefunction, with parametric (but not operator) dependence on the nuclear positions,

and a nuclear wavefunction,

HBOYA
eyðr;RÞ ¼ EA

eyY
A
eyðr;RÞ ¼ EA

eyc
A
e ðr;RÞfeyðRÞ ð4:16Þ

The adiabatic electronic wavefunction, cA
e ðr;RÞ, is solved by using the adiabatic electronic

Hamiltonian, HA
EðRÞ, which has parametric dependence on the nuclear positions. This yields a

Schr€odinger equation with an energyEA
e ðRÞ having a parametric dependence on the nuclear positions,

HA
EðRÞcA

e ðr;RÞ ¼ EA
e ðRÞcA

e ðr;RÞ ð4:17Þ

This equation is solved for particular choices of nuclear positions as parameters, where the nuclear

positions can literally be represented by numbers with appropriate units. The energy EA
e ðRÞ

becomes a potential energy surface defined by its second derivatives with respect to nuclear

positions, and this is used for the solution of the nuclear wavefunction, which after integration

over the nuclear coordinates yields the vibronic energy levels, EA
ey , of the molecular wavefunction

in Equation (4.16):

ðTNÞN þEA
e ðRÞ

� �
feyðRÞ ¼ EA

eyfeyðRÞ ð4:18Þ
EA
ey ¼ feyðRÞ ðTNÞN þEA

e ðRÞ
� ��� ��feyðRÞ

� � ð4:19Þ

We note that the nuclear positions, R, play the role of classical variables in the solution of the

electronicwave equation inEquation (4.17) and then quantummechanical position operatorswhen the

nuclear wave equation and vibronic energy levels are obtained in Equations (4.18) and (4.19).

To proceed beyond the BO approximation, we now allow a term in which one of the derivatives in

the nuclear kinetic energy operator acts on the electronic wavefunction while the other remains to

operate on the nuclear wavefunction. The non-BO Hamilton is given by:

HNBO ¼ HBO þðTNÞEN ¼ HBO �
X
J

�h2

MJ

@

@RJ;a

� �
elec

@

@RJ;a

� �
nucl

ð4:20Þ

The solution to this Hamiltonian is in general not a wavefunction factorable into a product of separate

electronic and nuclear wavefunctions, and the new perturbation term serves to couple nuclear

velocities to the velocities of the electrons, clearly beyond the BO approximation.

As was first demonstrated in 1983, it is possible to retain the factorable, adiabatic nature of the

molecular wavefunction by back-converting the derivative of the nuclear kinetic energy that operates
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on the nuclear wavefunction from a quantum mechanical operator to a classical nuclear velocity

coordinate as a new parametric variable of the electronic wavefunction (Nafie, 1983). This is

accomplished explicitly here using the relationship ð@=@RJbÞnucl ¼ iMJ
_RJb=�h presented in Equa-

tion (2.45) seen also in Equation (4.9b) above to give:

HCA ¼ HBO þ TNð _RÞ
� �

E
¼ HA

EðRÞþ ðTNÞN � i�h
X
J

@

@RJ;a

� �
elec

_RJ;a ð4:21Þ

We call this new Hamiltonian operator, HCA, the complete adiabatic (CA) Hamiltonian.

The first and third terms in the second part of this equation constitute the CA electronic

Hamiltonian operator

HCA
E R; _R
	 
 ¼ HA

E Rð Þ� i�h
@

@R
� _R ð4:22Þ

The solution of the Schr€odinger equation with this operator is the CA electronic wavefunction,
~c
CA

e ðr;R; _RÞ, which carries parametric dependence on both the nuclear positions and velocities.

HA
E Rð Þ� i�h

@

@R
� _R

� �
~c
CA

e ðr;R; _RÞ ¼ ECA
e ðR; _RÞ~cCA

e ðr;R; _RÞ ð4:23Þ

It has been demonstrated previously that the imaginary perturbation term in Equations (4.22)

and (4.23) adds a description of electron current density to the electronic wavefunction. Further,

it has been shown that the velocity perturbation does not make a first-order contribution to the

electronic energy potential, that is, ECA
e ðR; _RÞ ¼ EA

e ðRÞ through first order in _R, as the

electrostatic potential is not affected by instantaneous values of any nuclear velocities and

hence does not depend on the velocities, _R. As a further consequence, the vibrational

wavefunctions are in no way affected by the change in the electronic wavefunction from

adiabatic within the BO approximation to complete adiabatic beyond the BO approximation. In

essence, the CA approximation merely adds a dynamic equivalent to the nuclear dependence of

the motion of the nuclei, but does not affect the equilibrium conformational structure, the

electronic or vibrational energy levels, or any other property of the molecule depending on its

energy. Any molecular property that is affected by nuclear velocities is calculated through the

vibrational wavefunction after the nuclear velocities are converted back into quantum me-

chanical operators and integrated over all nuclear coordinate space. This is directly analogous to

what was done for nuclear positions where initially the electronic dependence on R is

parametric, but the final molecular property integrated over nuclear coordinates requires that

all nuclear positions are R integrated over all possible values as quantum mechanical variables

(operators) of the nuclear wavefunction matrix element as in Equation (4.19). We next consider

further formalities of the CA wavefunction.

4.1.3 Derivation of the Complete Adiabatic Wavefunction

The full CAwavefunction including the vibrational part is written as presented previously in Chapter 2

by Equations (2.47) and (2.48) reproduced here for convenience:

~YCA

ey ðr;R; _RÞ ¼ ~c
CA

e ðr;R; _RÞfeyðRÞ ð4:24Þ
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where the electronic part of theCAwavefunction can bewritten in terms of real and imaginary parts as:

~c
CA

e r;R; _R
	 
¼ cA

e r;Rð Þþ icCA
e r;R; _R
	 


¼ c0
e rð Þþ

X
J

@cA
e rð Þ

@RJ

0
@

1
A
R¼0

RJ þ i
X
J

@cCA
e rð Þ
@ _RJ

0
@

1
A

R ¼ 0
_R ¼ 0

_RJ þ . . . ð4:25Þ

Wenowderive amore compact expression for theCAwavefunction presented in Equation (2.86) by

means of vibronic coupling theory showing a key approximation invoked along the way. The real

adiabatic part of the wavefunction is derived starting from the Herzberg–Teller expansion given by:

cA
e ðr;RÞ ¼ c0

eðrÞ�
X
J

X
s 6¼e

c0
s ð@HA

E=@RJ;aÞ0
�� ��c0

e

� �
E0
s �E0

e

c0
s ðrÞRJ;a

¼ c0
eðrÞþ

X
s 6¼e

X
J

c0
s ð@cA

e =@RJ;aÞ0
�� �

RJ;ac
0
s ðrÞ ð4:26Þ�

Here we have simplified the Hertzberg–Teller expansion by recognizing that the perturbation term in

the matrix element can be obtained from the first derivative of the cA
e ðr;RÞwith respect to the nuclear

coordinates. If desired, the sum over s in the second part of this equation may be carried out to closure

to yield a Taylor series expansion through first order ofcA
e ðr;RÞ about the equilibriumnuclear position.

cA
e ðr;RÞ ¼ c0

eðrÞþ
X
J

ð@cA
e ðrÞ=@RJ;aÞ0RJ;a ð4:27Þ

Turning our attention to the imaginary CA term, we first write the non-BOwavefunction in terms of

first-order perturbation theory using Equation (4.20) as the source of the perturbation,

YNBO
ey ðr;RÞ ¼ cA

e ðr;RÞfeyðRÞ

þ
X
su 6¼ey

X
J

�
�h2

MJ

�
cA
s @=@RJ;a

�� ��cA
e

� �
fsu @=@RJ;a

�� ��fey

� �
Esu �Eey

cA
s ðr;RÞfsuðRÞ ð4:28Þ

The unperturbed wavefunctions are taken to be the usual BO adiabatic product wavefunctions with

the two perturbations from Equation (4.20) operating separately on the electronic and nuclear

wavefunctions. This perturbation expansion is often called the Born–Oppenheimer non-adiabatic

expansion. The wavefunction, YNBO
ey ðr;RÞ, is clearly a non-separable, non-adiabatic wavefunction.

The perturbation operator in the vibrational matrix element is next back-converted from a quantum

mechanical operator into a classical variable. This gives a pre-CA (pCA) complexwavefunction that is

still not separable as the sum is over all vibronic sublevels of the excited states, and the electronic and

vibrational parts of the wavefunction are inextricably intermingled,

YpCA
ey ðr;R; _RÞ ¼ cA

e ðr;RÞfeyðRÞ

þ i�h
X
su 6¼ey

X
J

cA
s @=@RJ;a

�� ��cA
e

� �
fsujfeyh i _RJ;a

Esu �Eey
csðr;RÞfsuðRÞ ð4:29Þ

Wenow introduce the approximation that vibronic detail in the energy denominator is not important

relative to the energy spacing between the state e and all other states s, where ewill be assigned to the
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ground electronic state. This allows the substitution of the pure electronic energy denominator,

E0
s �E0

e , for the vibronic energy denominator, Esu �Eey . This is an excellent approximation

provided there are no low-lying electronic states in the molecule. The development of the theory

of VCD in the presence of low-lying electronic states has been published (Nafie, 2004) and is

summarized in Appendix C. With the approximation of neglecting excited state vibronic detail, we

can sum over the excited vibrational states su to closure, that is,
P

u fsuj i fsuj ¼ 1h . This yields a

complex factorable, and hence adiabatic, wavefunction, which, because of its dependence on

nuclear velocities, is beyond the BO approximation.

~YCA

ey ðr;R; _RÞ ¼ cA
e ðr;RÞþ i�h

X
s6¼e

X
J

c0
s jð@cA

e =@RJ;aÞ0
� �

E0
s �E0

e

c0
s ðrÞ _RJ;a

" #
feyðRÞ ð4:30Þ

If we now substitute Equation (4.26) into this equation and combine the two perturbations terms

we have:

~YCA

ey ðr;R; _RÞ ¼ c0
eðrÞþ

X
s 6¼e

X
J

c0
s

�� @cA
e

@RJ;a

� �
0

� �
c0
s ðrÞ RJ;a þ i _RJ;a

v0
se

� �" #
feyðRÞ ð4:31Þ

where we have written v0
se ¼ ðE0

s �E0
eÞ=�h. This is the final compact expression for the CA wave-

function that will be used in the following sections for the derivation of all vibrational intensities.

4.1.4 Vibronic Coupling Theory of VCD and IR Intensity

In this section we develop the basic vibronic coupling expressions for VCD intensity that forms

the basis for all of the various ways of formulating VCD intensities. In doing so we will follow the

development of IR intensity theory in Chapter 2 by presenting the rotational strength and dipole

strengths in parallel so that the departures needed for VCD theory are clearly seen relative to

the standard theory of IR vibrational absorption.

The transition moments needed for the definitions of the dipole and rotational strengths defined

above in Equations (4.5), (4.7), (4.10) and (4.14) are given below for the position and velocity forms of

the electric dipole transition moment and the magnetic dipole transition moment between vibrational

states g0 and g1 of the ground electronic state,

Ya
g0 mb

�� ��Ya
g1

D E
¼
X
J

PJ
r;abSJa;a fa

g1 Qa

�� ��fa
g0

D E
ð4:32Þ

Ya
g0 _mb

�� ��Ya
g1

D E
¼
X
J

PJ
v;abSJa;a fa

g1 Pa

�� ��fa
g0

D E
ð4:33Þ

Ya
g0 mb

�� ��Ya
g1

D E
¼
X
J

MJ
abSJa;a fa

g1 Pa

�� ��fa
g0

D E
ð4:34Þ

where the S-vector converting Cartesian into normal coordinates is given by:

SJa;a ¼ @RJa

@Qa

� �
Q¼0

¼ @ _RJa

@ _Qa

� �
_Q¼0

¼ @ _RJa

@Pa

� �
P¼0

ð4:35Þ
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The atomic polar tensors (APTs),PJ
r;ab andP

J
v;ab, were introduced inChapter 2. Herewe introduced

a new tensor MJ
ab called the atomic axial tensor (AAT), which contains information about the

generation of magnetic dipole moments in response to nuclear motion (actually velocities, not

displacements). As with the transition moments as a whole, the APTs and AATs can be written as the

sum of an electronic contribution and nuclear contribution, given by the following expressions:

PJ
r;ab ¼ EJ

v;ab þNJ
ab or PJ

v;ab ¼ EJ
v;ab þNJ

ab ð4:36Þ
MJ

ab ¼ IJab þ JJab ð4:37Þ

The electronic contributions to the transition moments are the key focus of interest. They contain

information about the motion of electronic charge in response to nuclear motion as changes in charge

densitywith nuclear displacement or current densitywith nuclear velocities. The nuclear contributions

are trivial by comparison and require only information on the charge of the nucleus. For example, the

electronic and nuclear position electric-dipole transitions moments are:

Ya
g0 mE

b

��� ���Ya
g1

D E
¼
X
J

EJ
r;abSJa;a fa

g1 Qa

��� ���fa
g0

D E
ð4:38Þ

Ya
g0 mN

b

��� ���Ya
g1

D E
¼
X
J

NJ
abSJa;a fa

g1 Qa

��� ���fa
g0

D E
ð4:39Þ

NJ
ab ¼ @mN

b

@RJa

 !
R¼0

¼ ZJedab ð4:40Þ

The nuclear APT,NJ
ab, is simply the charge ZJe of the nucleus at the location of the nucleus whereas

the electronic APT, EJ
r;ab, is muchmore complex. The corresponding electronic and nuclear transition

moments for the magnetic dipole moment are

Ya
g0 mE

b

��� ���Ya
g1

D E
¼
X
J

IJabSJa;a fa
g1 Pa

��� ���fa
g0

D E
ð4:41Þ

Ya
g0 mN

b

��� ���Ya
g1

D E
¼
X
J

JJabSJa;a fa
g1 Pa

��� ���fa
g0

D E
ð4:42Þ

JJab ¼ @mN
b

@ _RJa

 !
_R¼0

¼ ZJe

2c
«abgR

0
Jg ð4:43Þ

The nuclear AAT, JJab, describes the angular motion of a nucleus with charge ZJe on moment

arm R0
Jg from the origin, whereas the electronic AAT, IJab, describes the magnetic moment

moments set up throughout the molecule by virtue of the ath Cartesian component of the nuclear

velocity vector, _RJa.

We now focus on the electronic contributions to the electric andmagnetic dipole transitionmoments

in terms of vibronic coupling expressions, and present the final expressions that form the basis of all

formulations of VCD intensities. Substituting the expression for the CA wavefunction in Equa-

tion (4.31) into the electric dipole transition moment in Equation (4.38), we have:

Ya
g1 mE

b

��� ���Ya
g0

D E
¼ 2

X
e 6¼g

X
J

c0
g mE

b

��� ���c0
e

D E
c0
e ð@cA

g=@RJ;aÞ0
��� E

SJa;a fa
g1 Qa

��� ���fa
g0

D ED
ð4:44Þ
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and again from Equation (4.38) the electronic contribution to the APT is:

EJ
r;ab ¼ 2

X
e6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e ð@cA

g=@RJ;aÞ0
��� ED

ð4:45Þ

The corresponding equations for electronic part of magnetic dipole transition moment and AAT

are given by:

Ya
g1 mE

b

��� ���Ya
g0

D E
¼ 2i�h

X
e 6¼g

X
J

c0
g mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
SJa;a fa

g1 Pa

��� ���fa
g0

D E
E0
e �E0

g

ð4:46Þ

IJab ¼ 2i�h
X
e 6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
E0
e �E0

g

ð4:47Þ

Finally, for completeness, we provide the corresponding velocity form of the electronic APT,which

can be seen to be closely related to IJab:

Ya
g1 _mE

b

��� ���Ya
g0

D E
¼ 2i�h

X
e 6¼g

X
A

c0
g _mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
SJa;a fa

g1 Paj jfa
g0

D E
E0
e �E0

g

ð4:48Þ

EJ
v;ab ¼ 2i�h

X
e6¼g

c0
g _mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RA;aÞ0

D E
E0
e �E0

g

ð4:49Þ

Formally, the position and velocity forms of the APTare equal. Equality of the electronic APTs in

Equations (4.45) and (4.49) requires that

c0
e _mE

b

��� ���c0
g

D E
¼ iv0

eg c0
e mE

b

��� ���c0
g

D E
ð4:50Þ

This is the standard hypervirial relationship, which holds for exact wavefunctions, between the

matrix element of an operator and that of its time derivative first presented in Equation (2.90), and

the corresponding relationship for the vibrational transition matrix elements given previously in

Equation (2.41) is:

fa
g1 Pa

��� ���fa
g0

D E
¼ fa

g1
_Qa

��� ���fa
g0

D E
¼ iva fa

g1 Qa

��� ���fa
g0

D E
ð4:51Þ

The Cartesian components of the transition-moment derivatives, given in Equations (4.1) to (4.4),

can be expressed in terms of vibronic coupling theory by the following relationships:

@
�
mb

�
@Qa

0
@

1
A

Q¼0

¼
X
J

@
�
mb

�
@RJ;a

0
@

1
A
R¼0

SJa;a ¼
X
J

PJ
r;abSJa;a ¼

X
J

EJ
r;ab þNJ

ab

 �
SJa;a

¼
X
J

2
X
e 6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
þ ZJe

 !
SJa;a

¼ 2 c0
g mE

b

��� ���ð@cA
g=@QaÞ0

D E
þ @mN

b=@Qa

 �
0

ð4:52Þ
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@
�
_mb

�
@Pa

0
@

1
A
Pa¼0

¼
X
J

@
�
_mb

�
@ _RJ;a

0
@

1
A

_R¼0

SJa;a ¼
X
J

PJ
v;abSJa;a ¼

X
J

EJ
v;ab þNJ

ab

 �
SJa;a

¼
X
J

2i
X
e 6¼g

c0
g _mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
v0
eg

 �� 1

þ ZJe

 !
SJa;a

¼ 2 c0
g _mE

b

��� ���ð@ ~cCA
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ð4:53Þ
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X
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X
J
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X
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c0
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��� ���c0
e

D E
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e

���ð@cA
g=@RJ;aÞ0

D E
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eg

 ��1

þ ZJe

2c
«abgR

0
Jg

0
@
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ASJa;a
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g mE
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��� ���ð@ ~cCA

g =@PaÞ0
D E

þ @mN
b=@Pa

 �
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ð4:54Þ

The last expressions in Equations (4.53) and (4.54) involve three steps: (i) converting the nuclear

momentum derivative into a nuclear velocity derivative, (ii) summing over all electronic states e and

converting this sum to a nuclear momentum derivative, and (iii) summing over all nuclei J to

convert, using SJa;a, Cartesian derivatives into normal coordinate derivatives.

4.1.5 Origin Dependence of the Rotational Strength

The presentation of the theory of VCD has included at each step the velocity form of the electric

dipole transition moment. The principal reason for doing this is to emphasize two central ideas.

One is that IR vibrational absorption intensities can also be envisioned as arising from electronic

current density in molecules driven by, and in phase with, the velocities of the nuclei. Another

reason is that the velocity formulation of the rotational strength is the most natural formulation of

rotational strength and is independent of the choice of origin of the coordinates. By contrast, the

position formulation is not the more natural form and as a consequence is origin dependent.

The origin dependence of the position formulation can be circumvented by using a distributed

origin gauge. This can be derived directly or by using gauge-invariant atomic orbital (GIAO)

basis sets for the calculation of VCD intensities. Below, we first demonstrate this origin

dependence and then show that by using the velocity form of the electric dipole transition

moment in the calculation of the rotational strength, the origin dependence vanishes. Secondly,

we demonstrate that with the use of a distributed origin gauge, rather than a common origin

gauged, this problem can be circumvented.

4.1.5.1 General Description of Origin Dependence

The basic idea with origin dependence of the rotational strength is fairly simple. The magnetic dipole

transition moment operator can be written in general form as:

mð0Þ ¼ e

2mc
ðr� pÞ ¼ 1

2c
ðr� _mÞ ð4:55Þ
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where the positionvector, r, ismeasured relative to the origin atR ¼ 0. If the origin is translated from 0

to 0 0 ¼ 0þT, the position vector changes from r� 0 ¼ r to r� 0 0 ¼ r�T and the magnetic dipole

moment changes from

mð0 0Þ ¼ mð0Þ�T� _m=2c ð4:56Þ

The position form of the rotational strength then changes in the following way when the origin of

coordinates is changed.

Ra
r;g1;g0ð0Þ ¼ Im Yg0 mj jYg1

� � � Yg1 mj jYg0

� �� � ð4:57Þ

Ra
r;g1;g0ð0 0Þ ¼ Im Yg0 mj jYg1

� � � Yg1 mj jYg0

� ��T� Yg0 mj jYg1

� � � Yg1 _mj jYg0

� �
=2c

� � ð4:58Þ

Hence, the position form of the rotational strength is intrinsically origin dependent unless the

position transition moment, Yg1 mj jYg0

� �
, is exactly parallel (or anti-parallel) to the velocity

transition moment, Yg1 _mj jYg0

� �
, since a vector triple product,a� b � c, vanishes if any two

vectors are parallel. For exact wavefunctions, or inexact wavefunctions defined using a complete

(infinite) set of basis functions, these two transition moments in fact are parallel, as expressed by

the hypervirial relationship in Equation (4.50), but all wavefunctions of molecules with

more than one electron are approximate and defined with finite basis sets, and hence, for all

practical cases, the position form of the rotational strength possesses some degree of origin

dependence. As a result, additional steps, to be described below, are required to eliminate

this dependence.

On the other hand, there is no origin dependence for the velocity formulation of the rotational

strength that is used regardless of the quality of the wavefunction. Using the velocity form of the

electric dipole transition moment, we have:

Ra
v;g1;g0ð0Þ ¼ v� 1

a Im Yg0 _mj jYg1

� � � Yg1 mj jYg0

� �� � ð4:59Þ

Ra
v;g1;g0ð0 0Þ ¼ v� 1

a Im Yg0 _mj jYg1

� � � Yg1 mj jYg0

� ��T� Yg0 _mj jYg1

� � � Yg1 _mj jYg0

� �
=2c

� � ð4:60Þ

Here the origin-dependent term always vanishes because it contains two identical velocity dipole

transition moments. Origin dependence can only be completely eliminated from rotational strength

calculations by using the velocity form of the rotational strength. The origin dependence can

effectively be suppressed, however, by using the position form of the rotational strength with what

is called the distributed origin gauge.

4.1.5.2 Distributed Origin Gauge and Effective Origin Independence

To this point we have considered the expressions for the rotational strength and the AAT in terms of a

single origin, called the commonorigin (CO) gauge,where theword gaugemeans choice ormeasure of

the origin. In this section, we describe an alternative formalism called the distributed origin (DO)

gauge that was developed to address the origin dependence of the position form of the rotational

strength. A starting point for considerations is the expression for the AAT in the CA approximation in

the CO gauge using 0 as the common molecular origin.

MJ
abð0Þ ¼ @ ~c

CA

g mbð0Þ
�� ��~cCA

g

D E.
@ _RJ;a

h i
0
¼ 2 c0

g mbð0Þ
�� ��ð@ ~cCA

g

.
@ _RJ;aÞ0

D E
ð4:61Þ
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Moving the CO to 0 0 we have, using Equation (4.56) and Cartesian tensor notation,

MJ
abð0 0Þ ¼ 2 c0

g mbð0 0Þ�� ��ð@ ~cCA

g =@ _RJ;aÞ0
D E

¼MJ
abð0Þ� ð«bgdTg=cÞ c0

g _mdj jð@ ~cCA

g =@ _RJ;aÞ0
D E

ð4:62Þ

where we have usedmb ¼ «bgdrg _md=c. In the DO gauge, a different origin is chosen for each for AAT

associated with nucleus J. In particular, RJ is chosen as the origin for MJ
ab so that

MJ
abðRJÞ

 �DO
¼ MJ

abð0Þ
 �CO

�ð«bgdRJ;g=cÞ c0
g _mdj jð@ ~cCA

g =@ _RJ;aÞ0
D E

ð4:63Þ

Rearranging, the expression for the AAT in the CO gauge in terms of the DO AAT is:

MJ
abð0Þ

 �CO
¼ MJ

abðRJÞ
 �DO

þð«bgdRJ;g=cÞ c0
g _mdj jð@ ~cCA

g =@ _RJ;aÞ0
D E

ð4:64Þ

In more compact notation we can re-write this equation as:

MJ
ab ¼ MJ

ab

 �J
þ «bgdRJ;gP

J
v;ad=2c ð4:65Þ

A final step is to substitute the position form of the APT for the velocity form,

MJ
ab ffi MJ

ab

 �J
þ «bgdRJ;gP

J
r;ad=2c ð4:66Þ

This is only exact for exactwavefunctions orwavefunction expressed in terms of complete, rather than

finite, basis sets. Nevertheless, it does produce an origin-independent expression for the rotational

strength as we now show.

In terms of APTs and AATs, the rotational strength in the position formulation is:

Ra
r;g1;g0 ¼

X
J;J 0

PJ
r;abSJa;a

h i
MJ 0

a 0bSJ 0a 0 ;a

h i
ð4:67Þ

where summations over all repeated subscripts, a; a 0, and b are implied. Substitution of Equa-

tion (4.66) into (4.67) yields:

Ra
r;g1;g0 ¼

X
J;J 0

PJ
r;abSJa;a

h i
MJ 0

a 0b

 �J 0

SJ 0a 0 ;a

� �
þ «bgdRJ 0 ;gP

J
r;abP

J 0
r;a 0d

 �
SJa;aSJ 0a 0 ;a=2c

� �
ð4:68Þ

The second term in this equation vanishes because it represents a vector triple product with two

identical vectors, the APT from the electric dipole transition moment, PJ
r;ab, and the same APT from

the origin dependence of the DO gauge, PJ 0
r;a 0d. This means that the rotational strength is now

independent of any choice of common origin of the molecule as the nuclear position component in

the second term would change from RJ 0;g to RJ 0;g þ Tg and the second term still vanishes. However, if

the location of the distributed origins were to change, the rotational strength due to the first term in the

rotational strengthwould change. There is no compelling reason to change the choice of the location of

the distributed origins because it is a natural choice for building wavefunctions in terms of atomic
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orbital basis sets, as described later in this chapter. The important point to keep in mind is that the

rotational strength in Equation (4.68) is only independent of the choice of the common origin and not

of the selected set of distributed origins. So in practice, origin independence has been achieved by

using theDOgauge, but on a fundamental level, origin dependence remains in the choice of distributed

origins. It is also important to bear in mind the approximation associated with Equation (4.66), which

makes the DO gauge molecular origin independent as shown in Equation (4.68).

4.2 Formulations of VCD Theory

In the previous section, we developed a general theory of VCD intensity by defining the rotational

strength for a vibrational transition and then developing the expressions for the rotational strength at

the lowest level of correction to the Born–Oppenheimer approximation. This necessitated the

introduction of a perturbation expansion of the electronic wavefunction involving, in principle, an

infinite summation over all excited states of a molecule. Because it is impractical to carry out this

infinite summation, a variety of approaches have been published for formulating the general theory of

VCD in a form amenable to practical calculations.

4.2.1 Average Excited-State Energy Approximation

The first and simplest of these approximationswas published as an additional section to the publication

of the first complete vibronic coupling theory of VCD (Nafie and Freedman, 1983). This method

involves using a single average energy, E0
Ave, for all the excited electronic states e of the molecule, and

the denominator in the expression for the electronic contribution to the AAT given in Equation (4.47)

becomes E0
Ave �E0

g. By making this approximation the summation over all excited states may be

carried out to closure, and the equation for the AAT becomes:

IJab ¼ 2i�h
c0
g mE

b

��� ���ð@cg=@RJ;aÞ0
D E

E0
Ave �E0

g

ð4:69Þ

This approximation is known to be crude and has never been implemented, in part because a superior

method using magnetic field perturbation theory was published, along with the first ab initio

calculations of VCD by Stephens and co-workers (Stephens, 1985; Lowe et al., 1986).

4.2.2 Magnetic Field Perturbation Theory

The method of magnetic field perturbation (MFP) also circumvents the need to evaluate explicitly

the summation of all excited electronic states of the molecule. The theoretical basis of the

MFP method employs first-order perturbation theory of a non-degenerate electronic wavefunction

by a magnetic field, H, in which case the complex ground state electronic wavefunction can be

written as:

~c
HA

g ðr;R;HÞ ¼ cA
g ðr;RÞþ icH

g r;R0;Hð Þ ð4:70Þ

The perturbation of the molecule by a magnetic field adds a new imaginary term to the

wavefunction that is associated with the generation of electron current density in the same way

that perturbation of the molecule by nuclear velocities adds a new imaginary term to the

wavefunction, as seen in Equation (2.48) in Chapter 2 and above. This new term can be expressed
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through first-order inmagnetic field dependence by quantummechanical perturbation theory, which

can be obtained fromEquation (4.24) by using the electron perturbation operator�mE �H instead of

ð@HA
E=@RJ;aÞ0RJ;a,

~c
HA

g ðr;R;HÞ ¼ cA
g ðr;RÞþ

X
e6¼g

c0
e m

Ej jc0
g

D E
H¼0

E0
e �E0

g

�Hc0
eðr; 0Þ ð4:71Þ

Here the magnetic dipole moment is pure imaginary. If we develop the first-order dependence

of the adiabatic wavefunction cA
g ðr;RÞ on nuclear position, we can write the complex magnetic

field perturbed wavefunction to first order in its dependence on nuclear position and magnetic

field as:

~c
HA

g ðr;R;HÞ ¼ c0
g þ

X
e6¼g

X
J

c0
e

��� @cA
g

@RJ;a

 !
0

* +
c0
eRJ;a þ

X
e6¼g

c0
e m

Ej jc0
g

D E
H¼0

E0
e �E0

g

�Hc0
e ð4:72Þ

Taking the derivative of ~c
A

g ðr;R;HÞ with respect to the perturbing magnetic field, we have:

@ ~c
HA

g

@Hb

 !
H¼0

¼ i
@cH

g

@Hb

 !
H¼0

¼
X
e 6¼g

c0
e mE

b

��� ���c0
g

D E
E0
e �E0

g

c0
e ð4:73Þ

The electronic contribution to the AAT in Equation (4.47) can be re-written in a form similar to that

of Equation (4.71) as:

IJab ¼ 2i�h
X
e 6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e

���ð@cA
g=@RJ;aÞ0

D E
E0
e �E0

g

¼�2i�h
@cA

g

@RJ;a

0
@

1
A
R¼0

X
e 6¼g

c0
e mE

b

��� ���c0
g

D E
E0
e �E0

g

������
������c0

e

* +
ð4:74Þ

wherewe have used that c0
g mE

b

��� ���c0
e

D E
¼ � c0

e mE
b

��� ���c0
g

D E
. UsingEquation (4.73) in this equation allows

us to write

IJab ¼ �2i�h
@cA

g

@RJ;a

 !
@ ~c

HA

g

@Hb

 !�����
+
R;H¼0

¼ �2i�h
@ ~c

HA

g

@RJ;a

 !
@ ~c

HA

g

@Hb

 !�����
+
R;H¼0

**
ð4:75Þ

The definitions for theMFPAATused here differs by a factor of�2i�h from those originally defined

by Stephens. In the Stephens definition, the imaginary overlap integral is defined directly as the

AAT as:

IJab

 �
Stephens

¼ @ ~c
HA

g

@RJ;a

 !
@ ~c

HA

g

@Hb

 !�����
+

R;H¼0

¼ i

2�h
IJab

*
ð4:76Þ
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The corresponding nuclear contribution, defined this chapter in Equation (4.3), is defined by

Stephens as:

JJab

 �
Stephens

¼ i

2�h
JJab ¼ iZJe

4�hc
«abgR

0
Jg ð4:77Þ

is also an imaginary quantity. The Stephens’ definition of the AAT is a particular approach to the

calculation of VCD that avoids the explicit sum over excited states. The formalism associated

with the perturbation of the wavefunction by the magnetic field is a computational convenience

without a physical or heuristic relationship to the actual mechanism by which AATs and VCD

intensities arise. We prefer definitions of both position and velocity forms of real, rather than

imaginary, APTs and the AAT using derivatives of nuclear position and velocity coordinates, as

given in Equations (4.52)–(4.54), not in terms of a static perturbing magnetic field, which is not

present during VCD measurements. In particular, there exist very real correlations between

nuclear positions and electron densities, as described by the adiabatic Born–Oppenheimer

approximation, and between nuclear velocities and electron current density, as described by

the complete adiabatic non-Born–Oppenheimer approximation. We will defer further description

of vibrational current density to later in this chapter.

4.2.3 Sum-Over-States Vibronic Coupling Theory

A few years after the implementation of VCD calculations using MFP formalism, the theory of VCD

was implemented in its most direct formulation, namely vibronic coupling theory (VCT) using a

summation-over-states (SOS) (Dutler and Rauk, 1989). The infinite summation over all excited

electronic states was carried out using a set of finite basis functions and a well-defined finite set of

single electronic excitations between Hartree–Fock occupied and unoccupied molecular orbitals.

Although the sum-over-states is evaluated explicitly using Equation (4.47), and the sum is avoided in

theMFP formalism, both the SOS andMFP formalism formally yield the same result if the same finite

basis set, electronic excitations, and origin-dependence formalism are used in the first case for the

explicit sum-over-excited-states and in the second case to evaluate the magnetic-field perturbed

electronic wavefunction by coupled perturbed Hartree–Fock theory.

4.2.4 Nuclear Velocity Perturbation Theory

A second perturbation formalism has been proposed but not yet implemented. Instead of perturbing

themoleculewith amagnetic field and creating electron currents through a new imaginary term for the

electronic wavefunction, the molecule is perturbed by the velocities of the nuclei, which through

the CA electronic wavefunction adds a new imaginary term to the electronic wavefunction, as

determined from Equation (4.31).

~c
CA

g ðr;R; _RÞ ¼ c0
gðrÞþ

X
e6¼g

X
J

c0
e j

@cA
g

@RJ;a

 !
0

* +
c0
eðrÞ RJ;a þ i _RJ;a

v0
eg

 !
ð4:78Þ

From this equation, it can be seen that the difference in the derivatives of the CA electronic

wavefunction with respect to nuclear position, RJ;a, and velocity, _RJ;a, namely a factor of i=v0
eg for

the latter, are very closely related. In particular, for the nuclear position derivative we can write

@ ~c
CA

g

@RJ;a

 !
R¼0

¼ @cA
g

@RJ;a

 !
R¼0

¼
X
e6¼g

c0
e

@cA
g

@RJ;a

 !
0

�����
+
c0
eðrÞ

*
ð4:79Þ
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If we sum over all excited states e to closure we have simply an identity relationship. Similarly for

the nuclear velocity derivative we have:

@ ~c
CA

g

@ _RJ;a

 !
_R¼0

¼
X
e6¼g

c0
e

@cA
g

@RJ;a

 !
0

�����
+
c0
eðrÞ i=v0

eg

 �*
ð4:80Þ

Here we cannot sum over the excited states e to closure because of the frequency denominator

v0
eg ¼ E0

e �E0
g

 �
=�h, which depends on the energy of the individual excited states e. Comparing

Equations (4.79) and (4.80), we can write more generally that

ð@ ~cCA

g =@ _RJaÞ0 ¼ i=v0
eg

 �
@cA

g=@RJa

 �
0

ð4:81Þ

provided that both sides of this equation include a summation over all excited electronic states. As a

result, we can write the electronic AAT adapted from Equation (4.47) as:

IJab ¼ 2i
X
e6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e

��� @cA
g=@RJa

 �
0

D E
v0
eg

 ��1

ð4:82Þ

We next write this expression with explicit dependence on the nuclear velocity derivative,

IJab ¼ 2
X
e6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e

��ð@ ~cCA

g =@ _RJaÞ0
D E

ð4:83Þ

and then in a more compact notation by summing over all electronic excited states to closure and thus

avoiding reference to the summation over excited states as:

IJab ¼ 2 c0
g mE

b

��� ��� @ ~c
CA

g =@ _RJa

 �D E
R; _R¼0

ð4:84Þ

This equation for the AAT in terms of velocity perturbed electronic wavefunction is comparable in

simplicity to the AATexpressed in terms of a magnetic field perturbed electronic wavefunction given

in Equation (4.75),

IJab ¼ � 2i�h
@cA

g

@RJ;a

 !
@ ~c

AH

g

@Hb

 !�����
+

R;H¼0

*
ð4:85Þ

4.2.5 Energy Second-Derivative Theory

The AAT formalisms of MFP and NVP can be unified by using a mixed second-derivative formalism

involving the dependence of the electronic energy of the molecule on both the magnetic field and

nuclear velocities. If the adiabatic BO electronic Hamiltonian is perturbed by the nuclear velocities, as

in Equation (4.22), and by a magnetic field, one can write

~H
HCA

E R; _R;H
	 
 ¼ HA

E Rð Þ� i�h
@

@R

� �
E

� _R�mE �H ð4:86Þ
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We can then write the energy of the electronic wavefunction associated with this Hamiltonian

having dependence on the magnetic field and nuclear velocities in the following way:

Eg R; _R;H
	 
 ¼ ~c

HCA

e r;R; _R;H
	 


~H
HCA

E R; _R;H
	 
��� ���~cHCA

e r;R; _R;H
	 
D E

ð4:87Þ

Next we seek derivatives of this energy with respect to the perturbing magnetic field and nuclear

velocities. As the energy is a real quantity, we must restrict our results to expressions with one

derivative of the imaginary perturbed Hamiltonian followed by one imaginary derivative of the

perturbed electronic wavefunction. We start by taking the derivative of the Hamilton with respect to

magnetic field giving

@Eg R; _R;H
	 

@Hb

 !
H¼0

¼ � ~c
CA

e r;R; _R
	 


mE
b

��� ���~cCA

e r;R; _R;H
	 
D E

H¼0
ð4:88Þ

Setting themagnetic field equal to zero reduces the electronic wavefunction to the CA approximation.

Now the derivative of this expression is taken with respect to a component of the nuclear velocity.

This yields:

IJab ¼ � @2Eg R; _R;H
	 


@ _RJ;a@Hb

 !
H; _R;R¼0

¼ 2 c0
g mE

b

��� ���ð@ ~cCA

g =@ _RJaÞ
D E

_R;R¼0
ð4:89Þ

Thismixed second derivative of the energy is the negative of our definition of the electronicAAT in the

CA-NVP formulation in Equation (4.84).

If we reverse the order of taking the derivatives, we can write the first derivative of the electronic

energy with respect to nuclear velocity by taking that derivative of the perturbation operator in

Equation (4.86). Thus, from Equation (4.87) we have:

@Eg R; _R;H
	 

@ _RJ;a

 !
_R¼0

¼ � i�h ~c
HA

e r;R; _R;H
	 
 @

@RJ;a

����
����~cHA

e r;R; _R;H
	 
� �

_R¼0

ð4:90Þ

If we now take the derivative of the each of the wavefunctions in this expression with respect to

magnetic field we find that the negative of this second-order mixed derivative is exactly our definition

of the AAT in the MFP formulation, given in Equation (4.75),

IJab ¼ � @2Eg R; _R;H
	 


@Hb@ _RJ;a

0
@

1
A
H; _R;R¼ 0

¼ 2i�h
@ ~c
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+
H;R¼ 0
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e

@RJ;a

@ ~c
HA

e

@Hb

������
+
H;R¼ 0

**

ð4:91Þ

Wecan therefore conclude that theNVPandMFP formulations of theAATare simplydifferent orders

of differentiation of the mixed second-order derivative of the electronic energy with respect to nuclear

velocity and magnetic field. Using more abbreviated notation we have the MFP electronic AAT as:

IJab ¼ � @2Eg

@Hb@ _RJ;a

 !
0;0

¼ �2i�h
@cA

e

@RJ;a

@ ~c
HA

e

@Hb

�����
+
0;0

*
ð4:92Þ

112 Vibrational Optical Activity



and the NVP electronic AAT

IJab ¼ � @2Eg

@ _RJ;a@Hb

 !
0;0

¼ 2 c0
g mE

b

��� ��� @ ~cCA

g

@ _RJa

* +
0;0

ð4:93Þ

where both formulations avoid explicit consideration of the summation of excited electronic states.

These formulae reveal a deep unity between the two principal formulations of the AAT and VCD

intensities.

Similar expressions also hold for the electronic contribution to the velocity form of the APT, EJ
v;ab,

for the vector field perturbation energy � _m �A=c namely,

EJ
v;ab ¼ � c

@2Eg

@Ab@ _RJ;a

 !
0;0

¼ 2i�hc
@ ~c

FA

e
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����� @c
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e

@RJ;a

* +
0;0

ð4:94Þ

and the NVP electronic AAT

EJ
v;ab ¼ � c

@2Eg

@ _RJ;a@Ab

 !
0;0

¼ 2 c0
g _mE

b

��� ��� @ ~cCA

g

@ _RJa

* +
0;0

ð4:95Þ

where Ab is the bth Cartesian component of the vector potential associated with interaction of light

withmatter. Finally, for the perturbation of amolecule by an electric fieldF according to the interaction

energy �m �F and by nuclear position according to
@HA

E

@RJ;a

 �
R¼0

RJ;a, the corresponding energy

expressions for the position form of electronic part of the APT are given by:

EJ
r;ab ¼ � @2Eg

@Fb@RJ;a

� �
0;0

¼ 2
@cFA

e

@Fb

@HA
E

@RJ;a

����
����c0

g

* +
0;0

ð4:96Þ

EJ
r;ab ¼ � @2Eg

@RJ;a@Fb

� �
0;0

¼ 2 c0
g mE

b

��� ��� @cA
g

@RJa

* +
0;0

ð4:97Þ

In principle, either of these last two equations can be used for the calculation of IR vibrational

absorption intensities. The first is the electric field derivative of the energy gradient of themolecule and

is a common computational route to VA intensities, whereas the second equation conforms more

closely to the more common view of the origin of VA intensity, namely the nuclear position

dependence of the electric dipole moment of the molecule.

4.2.6 Other Formulations of VCD Theory

There have been several additional formulations of the electronic AAT. These have involved

concepts such as nuclear velocity-dependent electronic property surfaces (Buckingham et al., 1987),

non-local susceptibilities (Nafie andFreedman, 1987) and shielding tensors (Hunt andHarris, 1991).

All of these take advantage of the relationships between nuclear motion, as opposed to static

position, and corresponding induced fields and magnetic dipole moments in the molecule. Each

offers a somewhat different view of the physical origin of the electronic contribution to the

vibrational magnetic dipole moment in a molecule, which is zero in the BO approximation and that

has its origins in the inter-relationship between electric and magnetic phenomena as described by

Maxwell’s equations. In this chapter, wewill focus on the simplest of such descriptions, namely the

derivative of the magnetic moment of the molecule with respect to nuclear velocity without
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generalizing the formalism to include property surfaces, shielding tensors or non-local suscepti-

bilities, all of which have an origin in the sum-over-states (SOS) and nuclear velocity perturbation

(NVP) expressions for the perturbed magnetic dipole moment of the molecule. We also include the

magnetic field perturbation (MVP) theory for its dominating role to date in the numerical calculation

of the AAT and VCD intensity.

4.3 Atomic Orbital Level Formulations of VCD Intensity

A more complete understanding of the theory of VCD, and also vibrational absorption, intensities

requires continuing the development of the formalism to the level of atomic orbital basis sets. Here, we

encounter concepts associated with changes in population densities at the atomic orbital level as well

as gauge origin invariance. The focus will continue to be on the electronic parts of the APT and AAT

tensors since the nuclear parts are trivial and the same for all formulations of VA and VCD intensities.

4.3.1 Atomic Orbital Basis Descriptions of Transition Moments

We begin with the description of the adiabatic (superscript A) ground-state (subscript g) electronic

wavefunction down to the level of atomic orbitals (AOs). The wavefunction is first written, in its

simplest form, as an anti-symmetrized product of j molecular orbitals (MOs), x A
g; j, represented by a

single determinant

c A
g r;Rð Þ ffi

Y
j

x A
g; j r;Rð Þ ð4:98Þ

The bar over the product symbol means the wavefunction is anti-symmetric with respect to the

interchange of any two electrons. For a closed-shell molecule there are two spin-paired electrons for

each MO in the product of MOs. Each MO can in turn be written as a linear combination of atomic

orbitals (LCAOs), jB
m, summed over all atoms B and over all AOs m on B,

xA
g;j r;Rð Þ ¼

X
B

XB
m

cAmjðRÞjB
m r�RBð Þ ð4:99Þ

The AO jB
m r�RBð Þ is centered at the locationRB of atom B and its weight in the LCAO expansion is

represented by an adiabaticAOcoefficient, cAmjðRÞ, which changes its value as the position of atomB in

the molecule changes, for example during vibrational motion. The AOs can be further expressed as a

linear combination of basis functions that differ according towhich basis set is chosen for a calculation,

but we will not consider this level of functional detail until Chapter 9.

4.3.1.1 Position Form of the Electronic APT

The expression for the electronic contribution to the position-dipole APT can be obtained by

substitution of Equation (4.99) into the definition of the APT from Equation (2.74) as:

EJ
r;ab ¼ @

@RJ;a
c A

g mE
r;b

��� ���c A
g

D E0
@

1
A
R¼0

¼ � 2e
@

@RJ;a

X
j

xA
g; j rj;b
�� ��xA

g; j

D E0
@

1
A
R¼0

¼ �2e
@

@RJ;a

X
j

X
B

XB
m

X
D

XD
n

cAmjc
A
nj jB

m rb
�� ��jD

n

D E0
@

1
A
R¼0

ð4:100Þ
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When the anti-symmetrized product of MOs is substituted for the wavefunction, each orbital j

takes its turn with the corresponding electron j in definition of the electric dipole moment

operator, mE
r;b ¼ � e

P
j rjb from Equation (4.6), and all other orbitals, without an operator for its

electrons, integrate to unity. As a result, for the APT in Equation (4.100), the sum over electron

positions, j, in the operator, mE
r;b, and the two products of MOs, one for each wavefunction, c A

g ,

reduce to a single sum over each orbital/electron j. An initial factor of two appears in these

expressions from the two spin-paired electrons present in each occupied MO. In the final step of

Equation (4.100) LCAO expansions for each MO are inserted where we no longer retain the

subscript j on the electron coordinate as only one orbital at a time is ever considered. This final

expression has two sets of equivalent summations over all AOs, one labeled Bm and the other

labeled Dn. If we carry out the derivative of the AOs and their expansion coefficients in

Equation (4.100), we obtain after combining equivalent terms from derivatives of the B and

D summations,

EJ
r;ab ¼ � 4e

X
j

X
B

XB
m

X
D

XD
n

cmj;0
@cAnj
@RJ;a

 !
0

jB
m;0 rb
�� ��jD

n;0

D E
þ cmj;0cnj;0 jB

m;0 rb
�� �� @jD

n

@RJ;a

� �
0

� �" #

ð4:101Þ

A final expression is obtained by recognizing from the form of the AO jD
n r�RDð Þ that the

derivative of this orbital is only non-zero if operated on by a nuclear derivative of the same nucleus. In

addition, the nuclear position derivative and the electron position derivative of an AO are equal and

opposite in sign, as an infinitesimal displacement of anAO on nucleus J in the positive direction, while

keeping the electron position fixed, is the same as displacing the electron of the AO in the opposite

direction while keeping the AO and nucleus J fixed. Thus we can write:

X
D

@jD
n

@RJ;a

� �
0

¼
X
D

@jD
n

@RJ;a

� �
0

dDJ ¼ @jJ
n

@RJ;a

� �
0

¼ � @jJ
n;0

@ra

 !
ð4:102Þ

Substituting Equation (4.102) into Equation (4.101) yields:

EJ
r;ab¼�4e

X
j

X
B

XB
m

X
D

XD
n

cmj;0
@cAnj
@RJ;a

 !
0

jB
m;0 rb
�� ��jD

n;0

D E
�
XJ
n

cmj;0cnj;0 jB
m;0 rb
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����
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n;0
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ð4:103Þ

It is convenient to define adiabatic AO populations, PA
mn, as a summation j over the doubly

occupied LCAO coefficients by:

PA
mnðRÞ ¼ 2

X
j

cAmjðRÞcAnjðRÞ ð4:104Þ
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mn

@RJ;a

0
@
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R¼0

¼ 2
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@cAnj
@RJ;a

0
@

1
A
R¼0

þ cvj;0
@cAmj
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4
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5

¼ 4
X
j

cmj;0
@cAnj
@RJ;a

0
@

1
A

0

ð4:105Þ
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where the second equality can bewritten, as in Equation (4.101) for example, due to the equivalence of

the summations over m and n. The final expression for the APT now becomes

EJ
r;ab¼�e

X
B

XB
m

X
D

XD
n

@PA
mn

@RJ;a

 !
0

jB
m;0 rb
�� ��jD

n;0

D E
�2
XJ
n

Pmn;0 jB
m;0 rb

@

@ra

����
����jJ

n;0

� �" #( )

ð4:106Þ

From this equation it is clear that the electronic APT has two principal terms. The first involves the

change in the population of mn-pairs of AOs times the position matrix element of those AO pairs. The

second term involves the equilibrium population of themn-pair ofAOs times a positionmatrix element

where one of the AOs must be located at J and that AO is displaced along the nuclear-coordinate

displacement direction.More simply, the first term is a population derivative termwhile the second is a

matrix-element derivative term for displacement of nucleus J in the ath Cartesian direction.

4.3.1.2 Velocity Form of the Electronic APT

In order to write a corresponding expression for the velocity form of the APT, EJ
v;ab, one needs the

effect of perturbation of the MO by either a vector potential Ab or the nuclear velocities, _RJ;a, to

provide a source of electron current density in themolecule. For perturbation by nuclear velocities, the

complex molecular orbitals, in the CA approximation, take the form

~c
CA

g r;R;Rð Þ ffi
Y
j

~xCA
g; j r;R;Rð Þ

~xCA
g; j r;R; _R
	 
 ¼X

B

XB
m

~cCAmj ðR; _RÞjB
m r�RBð Þ ð4:107Þ

where the nuclear velocity dependence is carried by the imaginary part of the complex CA AO

coefficient, and the AOs remain the same without any nuclear velocity dependence. Shortly, we will

show how this velocity dependence can be introduced by means of a complex velocity gauge

exponential factor. Substitution of the expressions for the CA MOs in Equation (4.107) into the

definition of the velocity form of the electronic APT, EJ
v;ab, from Equation (2.79) we obtain

EJ
v;ab ¼ 2 c0

g _mE
b

��� ���ð@ ~cCA

g =@ _RJaÞ0
D E
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; ð4:108Þ

Here the complex population, ~P
CA

mn , is given in terms of its real (A) and imaginary parts (CA) as:

~P
CA

mn ðR; _RÞ ¼ PA
mnðRÞþ iPCA

mn ðR0; _RÞ ¼ 2
X
j

~cCA
�

mj ðR; _RÞ~cCAnj ðR; _RÞ ð4:109Þ

~cCAmj ðR; _RÞ ¼ cAmjðRÞþ icCAmj ðR0; _RÞ ð4:110Þ

where the real part depends on nuclear positions and the imaginary part on nuclear velocities. From

these definitions, we have the following first-derivative relationships between AO coefficients and
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their AO pair-wise populations,

~PmnðR; _RÞ ¼ Pmn;0 þ
X
J

@PA
mn

@RJ;a

 !
0;0

�RJ;a þ i
X
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@PCA
mn
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 !
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for equivalent LCAO summations over Bm and Dn. Note that @PA
mn=@RJ;a

 �
is symmetric in mn

interchange whereas @PCA
mn=@ _RJ;a

 �
is anti-symmetric. Finally, substituting into Eq. (4.108) we write

an expression for EJ
v;ab which is clearly real and is most like the population derivative term for the

final expression for the electronic position APT, EJ
r;ab, in Equation (4.106),

EJ
v;ab ¼ � e

X
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n
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Because in this equation there is no matrix element derivative term (the second term) in Equa-

tion (4.106), the full weight of describing the velocity dependence is carried by the population

derivative term, which is inherently not as accurate as including such a term. This problem is

eliminated when velocity gauge atomic orbitals are used, as demonstrated in the following section.

We next turn to the vector field perturbation formalism. Here again theMOcarries theA-dependence

by means of a new imaginary contribution to the AO population coefficient, ~cFAmj ¼ cAmj þ icFAmj ,

~xFA
g;j r;R;Að Þ ¼

X
B

XB
m

~cFAmj ðR;AÞjB
m r�RBð Þ ð4:115Þ

Following analogous notation and definitions, we can write the expression for EJ
v;ab from Equation

(4.94) with vector field perturbation as:

EJ
v;ab ¼ � 2i�hc
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ð4:116Þ
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4.3.1.3 Electronic AAT

By even closer analogy we can write the corresponding expressions for velocity and magnetic field

perturbed AATs using MOs in the absence of velocity gauge factors. The entire dependence of the

nuclear velocity or magnetic field is carried by the imaginary part of the complexAO coefficients. The

expression for the electronic part of the AAT for the velocity perturbation is given by:

IJab ¼ � 4e
X
j

X
B

XB
m

X
D

XD
n

cmj;0
@cCAnj

@ _RJ;a

 !
_R¼0

jB
m;0 «bgd

�h

2mc
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@

@rd
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����jD

n;0

� �" #
ð4:117Þ

and for the magnetic field perturbation, the AAT is:

IJab ¼ � 4i�h
X
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ð4:118Þ

At this point it is interesting to compare the vibronic coupling formalism for the AAT involving a

sum over all defined excited electronic states with the two perturbed wavefunction formalisms just

presented. If the expressions for the AAT in Equations (4.117) and (4.118) are compared with the

vibronic coupling expression in Equation (4.47) using theHerzberg–Teller expansion for the adiabatic

wavefunction cA
e ðr;RÞ in Equation (4.1.24) one can write

IJab ¼ � 2i�h
X
e6¼g

c0
g mE

b

��� ���c0
e

D E
c0
e ð@HA

E=@RJ;aÞ0
�� ��c0

g

D E
ðE0

e �E0
gÞ2

ð4:119Þ

Therefore, the magnetic part of the AAT can either be calculated using only imaginary AO coefficient

derivatives, as in Equations (4.117) and (4.118), or by means of a sum over all excited states with no

coefficient derivatives, as in Equation (4.119). As we shall see below, when gauge velocity factors are

included in the AOs, a balance is obtained between these extremes where AO coefficient derivatives

are used but are not responsible for carrying the entire perturbation dependence of the AAT.

4.3.2 Velocity Dependent Atomic Orbitals

A particle moving with constant velocity or momentum is described in quantum mechanics by the

wavefunction for a plane wave,

cðrÞ ¼ A expðik � rÞ ð4:120Þ

where the wavevector k is defined in terms of the wavelength, l, momentum, p, or velocity, v, of the

particle of mass m as:

k ¼ 2pu=l ¼ p=�h ¼ mv=�h ð4:121Þ

andwhere u is the unit vector in the direction ofmotion of the particle. For an atomormoleculemoving

at constant velocity v, the wavefunction for the electrons, ceðr;RÞ, can be written as:

ceðr;R; vÞ ¼ ceðr;RÞexpðimv � r=�hÞ ð4:122Þ

where the complex exponential function serves as a velocity gauge function that describes the motion

of the electrons in the uniformly moving atom or molecule.
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4.3.2.1 Field Adiabatic Velocity Gauge

We can extend the idea of uniform motion of a molecule to a molecule in a uniform vector potential

field. If an electromagnetic vector potential, A, perturbs a molecule, the presence of the field acts as

though the molecule as a whole is undergoing uniform motion at a velocity

v ¼ � eA

mc
ð4:123Þ

Inserting this velocity into Equation (4.122) yields

~c
FA

g ðr;R;AÞ ¼ cA
g ðr;RÞexpð� ieA � r=�hcÞ ð4:124Þ

Extending this to MO and AO levels gives

~xFA
g;j r;R;Að Þ ¼

X
B

XB
m

cAmjðRÞjB
mðr�RBÞexpð� ieA � r=�hcÞ ð4:125Þ

In the following section,wewill use thiswavefunction to find a connection between the position and

velocity forms of the electronic APTand hence IR absorption intensities. Introduction of the velocity

gauge factor simplifies the AO description as coefficients perturbed by the vector field, used in

Equation (4.115), are not needed because only the molecule as a whole is affected by the perturbation.

4.3.2.2 Complete Adiabatic Nuclear Velocity Gauge

The idea of gauge velocity can be extended to the velocity the individual nuclei, _RJ , can impart on an

AO associated with it as:

jJ
mðr;R; _RÞ ¼ jJ

mðr;RÞexpðim _RJ � r=�hÞ ð4:126Þ

Here the gauge relationship must be applied at the level of AOs when describing the motion of electron

densities on individual nuclear centers. Using nuclear velocity-dependent AOs, it is now possible towrite

the velocity dependence of the CA electron wavefunction of a molecule in its ground electronic state as:

~c
CA

g r;R; _R
	 
ffiY

j

~xCA
j;g r;R; _R
	 


~xCA
j;g r;R; _R
	 
 ¼X

B

XB
m

~cCAmj ðR; _RÞ~jB
m r;R; _R
	 


¼
X
B

XB
m

~cCAmj ðR; _RÞ~jB
mðr�RBÞexpðim _RB � r=�hÞ ð4:127Þ

This wavefunction is called the nuclear velocity gauge complete adiabatic (NVG-CA) electronic

wavefunction. Each AO in the molecular orbital expansion is centered at its atomic nucleus and

thereby carries its nuclear-position dependence, RB, and is multiplied by a nuclear-velocity gauge

function that moves the AO with a plane-wave function at the nuclear velocity, _RB. The

complex expansion coefficients depend on both the nuclear positions and velocities and are

required because the nuclear velocity perturbation differs from nucleus to nucleus and is not

uniform across the entire molecule.
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4.3.3 Field Adiabatic Velocity Gauge Transition Moments

In this section we consider the expression for the electronic contribution to the velocity form of the

APT given in Equation (4.116) when the field adiabatic velocity gauge wavefunction in Equa-

tion (4.125) is used instead of Equation (4.115) as before.Using that the derivative of the field adiabatic

MO with respect to Ab is:

@~xFA
g; j

@Ab
¼ ð�ierb=�hcÞ

X
D;n

cAnjj
D
n expð�ieA � r=�hcÞ ð4:128Þ

we can write that
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Setting the values of the nuclear positions and vector potential equal to zero gives

EJ
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This equation is identical to the position form of the electronic APT given in Equation (4.101) bearing

in mind the equivalence of the Bm- and Dn-summations. Thus, we conclude that the gauge

transformation of the vector potential exactly converts the velocity form of the electronic APT

into its position form. As we shall see in the next section, the situation is not so simple for themagnetic

field perturbation.

4.3.4 Gauge Invariant Atomic Orbitals and AATs

We now show that the introduction of gauge velocity dependence into the AOs provides not only

benefits of computational accuracy but also confers origin independence to the calculation of the

rotational strength as described in Section 4.1.5. First, however, we consider whether a uniform

velocity gauge associated with a magnetic field can produce a position formulation expression for IJab
that is equivalent to the velocity-dependent form used above forEJ

v;ab. The vector field associated with

a static magnetic field is:

A ¼ 1

2
H� r ð4:131Þ
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and the field adiabatic velocity gauge electronic wavefunction from Equation (4.124) is:

~c
HA

g ðr;R;HÞ ¼ cA
g ðr;RÞexpð�ieH� r � r=2�hcÞ ð4:132Þ

The velocity gauge factor contains a vector triple product with two identical vectors and hence is

zero for all values of r. This reduces the exponential to unity and means that there is no position

formulation equivalent of the electronic AAT.

If instead, we use a velocity gauge factor specific to each nucleus by first writing the position vector

as the sum of vectors to the nuclear position and from there to the electron position, r ¼ RJ þ rJ . The

magnetic field adiabatic MO is written in terms of velocity gauge AOs as:

~xHA
g;j r;R;Hð Þ ¼

X
B

XB
m

~cJ;HAmj ðR;HÞjB
mðr�RBÞexpð� ieH� RB � r=2�hcÞ ð4:133Þ

The AOs in this equation are in fact gauge-invariant AOs (GIAOs) as this form of the velocity gauge

leads to an electronic AAT in the same form as theDOgaugeAOpresented above, whichwas shown to

yield an origin-independent rotational strength. The AO complex coefficients, ~cJ;HAmj ; show that the

origin of themagnetic field perturbation is at each atomic nucleus. Using theMOcomprised ofGIAOs,

the electronic AAT is given by:
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where we have abbreviated the gauge exponent to be the phase angle fJ;H ¼ eH� RJ � r=2�hc.
Consolidating terms, we have
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This expression finally can be written as:

IJab ¼ � 2i�h
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ð4:136Þ

where the subscript J on the overlapmatrix element refers to the origin at nucleus J. This equation is the

same as Equation (4.66) for the DO gauge expressions for the electronic AATobtained by an entirely

different derivational route.

4.3.5 Complete Adiabatic Nuclear Velocity Gauge Transition Moments

We conclude Section 4.3 with a description of electronic velocity APTs and AATs. Including a

velocity gauge factor brings the expression for the velocity APT,EJ
r;ab, into a remarkably close form

to that of the position APT, EJ
r;ab. In fact, the forms of these two expressions are so close that all

computational elements may be exchangeable between the two expressions, leading to an

underlying computational unity to both forms of electronic APTs and opening a new computational

route to electronic AATs. This conjecture, however, remains to be verified by computation.

4.3.5.1 Velocity APT with Nuclear Velocity Gauge Atomic Orbitals

If we use the CA-NVG electronic wavefunction given in Equation (4.127) with the nuclear velocity

gauge exponential factor, in addition to nuclear-velocity-dependent coefficients, we have the CAMO

given by:

~xCA
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X
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mðr�RBÞexpðim _RB � r=�hÞ ð4:137Þ

The expression for the electronic APT in the velocity formulation from Equation (4.108) becomes
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In this expression, the first term is identical in form to that in Equation (4.108) but now the

coefficient derivatives do not have to carry the entire description of the nuclear velocity derivative

because we can also take the derivative of the AO with respect to nuclear velocity. This is the second

term in Equation (4.138) where we have left the results of taking the derivative of ~jD
n with respect

to _RJ;a in explicit form and have evaluated the expression at the equilibrium nuclear position and zero

nuclear velocities as:

X
D

@½jD
n ðr�RDÞexpðim _RD � r=�hÞ�

@ _RJ;a

( )
R¼0; _R¼0

¼ ðimra=�hÞjJ
n;0 ð4:139Þ
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Equation (4.138) can be simplified slightly be canceling the factor im=�h with its inverse from the

second term and rearranging the second integral using the identity
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� �
¼ � rajJ
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@

@rb
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����jB
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� �
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as the matrix element of the operator @=@rb is odd upon interchange of wavefunctions. Finally, we

come to the expression forEJ
v;ab aftermaking oneminor change in the first term of Equation (4.138) by

using the pure imaginary part CA coefficient icCAnj instead of the more general complex quantity ~cCAnj as

defined in Equation (4.110),

EJ
v;ab ¼ � 4e

X
j

X
B

XB
m

X
D

XD
n

cmj;0
@cCAnj

@ _RJ;a

0
@

1
A

_R¼0

jB
m;0

�h

m

@

@rb

������
������jD

n;0

* +2
4

8<
:

�
XJ
n

cmj;0cnj;0 jJ
n;0 ra

@

@rb

������
������jB

m;0

* +#)
ð4:141Þ

The corresponding expression for the position form of the electronic APT from Equation (4.103)

reproduced here for convenience of comparison is:
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These two equations for the electronic APT are remarkably similar. They represent two

equivalent ways of arriving at the same quantity. The first terms have similar but closely related

AO coefficient derivatives multiplied by integrals between pairs of AOs involving the velocity

operator in one case and the position operator in the other. The second terms differ only in the

exchange of the positions of the AOs and the interchange of Cartesian subscripts. In essence, the

second terms are just different summation relationships of the same set of integrals with respect

to the total APT expression. Until Equation (4.141) can be evaluated computationally we

hypothesize that the two major groupings of terms in each equation may be equal to one another,

that the coefficient derivatives @cAnj=@RJ;a and @cAnj=@ _RJ;a are closely related one another. In

other words, the coefficients, and hence the infinitesimal change in the values of AOs in the two

expressions are identical for infinitesimal changes in nuclear displacement and nuclear velocity.

This is equivalent to saying that in the CA approximation the changes in electron density

resulting from relatively slow nuclear velocities exactly follow instantaneous static changes in

the nuclear position. The CA approximation does not allow any departures or slippage of

electron densities at any point in time due to nuclear velocities. This is the same as taking the

limit of arbitrarily slow but non-zero nuclear velocities. Thus we postulate that the dependence

of the AO coefficients on nuclear positions and nuclear velocities is closely related, as

constrained by the conservation of charge and current density in a closed molecular system

of charge density and current density.
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The corresponding expression for the CA-NVGexpression for the electronic AAT can bewritten by

inspection of Equation (4.141) and (4.117) we have that
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This expression has not yet been used to calculate IJab but could so easily be, given the hypothesized

equality

@cCAnj

@ _RJ;a

 !
_R¼0

(¼)
@cAnj
@RJ;a

 !
R¼0

ð4:143Þ

4.4 Transition Current Density and VCD Intensities

In Chapter 2 we derived expressions for the transition current density (TCD) associated with any pair

of quantum states, and the formalismwas applied to transitions between pure electronic states.We now

extend that formalism tovibrational transitionswith the idea of visualizing themotion of charge during

the transition. Generally, vibrational transitions are depicted for a given normal mode in terms of

nuclear displacement vectors of a given magnitude and direction on each nuclear center in the

molecule. In Figure 4.2 we illustrate the nuclear displacement vectors for the methine CH stretching

mode of the molecule (S)-methyl-d3-lactate Cd3 (Freedman et al., 2000). The diagram on the left is a

simple structural diagram while on the right is a view of the geometry optimized structure of the

molecule taken from a Gaussian DFT calculation. In both diagrams the only significant displacement

vectors are displacements of themethine hydrogen in one direction and the asymmetric carbon atom in

the opposite direction.

Figure 4.2 Two views of the nuclear displacement vectors for the methine C–H stretching mode of the
molecule (S)-methyl-d3-lactate Cd3 (Freedman et al., 2000). Reproduced with permission from the
American Chemical Society (Freedman and Nafie, 2000)
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These nuclear displacement vectors are what we have defined as S-vectors which were

expressed in terms of Cartesian components in Equation (4.35) and here expressed as full

Cartesian vectors,

SJ;a ¼ @RJ

@Qa

� �
Q¼0

¼ @ _RJ

@ _Qa

 !
_Q¼0

¼ @ _RJ

@Pa

 !
P¼0

ð4:144Þ

Each vector SJ;a describes the displacement of nucleus J in normal mode a. Because the BO

approximation provides only changes in electron density with changes in electron position, the

BO level of theory does not provide any vector information about the electronic motion that

parallels that of the nuclear displacement vectors. On the other hand, if these vectors are viewed,

not as nuclear displacement vectors, but equivalently as nuclear velocity vectors, then wewill show

below that the CA approximation provides beautiful maps of electron TCD, Jaev 0 ;evðrÞ, which
accompany nuclear velocity, or displacement, vectors for vibrational transitions between vibra-

tional levels v and v 0 of electronic state e. The electron TCD is nothing more than a map of electron

density in vector motion, but it reveals in some cases surprising information about where electrons

are going in molecules during vibrational motion. We show below that there is close connection

between the electronic contribution to the velocity form of the electric dipole transition moment

and Jag1;g0ðrÞ, namely the vibrational analogue of Equation (2.22)

Ya
g1 _mE
�� ��Ya

g0

D E
¼ �ie

ð
Jag0;g1ðrÞdr ð4:145Þ

Note that the convention for the order of subscripts for states for g0 to g1 is reversed from that of

matrix elements compared with that for current density. From this equation it is clear that

vibrational electron TCD is the integrand with respect to the space of the molecule of the velocity

form of the electric dipole transition moment. Jag0;g1ðrÞ is the desired vector field of the electronic
motion that is the equivalent of the nuclear velocity vectors, SJ;a for normal mode a.

4.4.1 Relationship Between Vibrational TCD and VA Intensity

The electron probability density and the electron current density for electronic state g, to first order in

vibrational position and velocity, are given from Equations (2.49) and (2.50) as:
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where we have used Equation (2.28) for the definition of the imaginary part of ~c
CA

e , namely cCA
e . The

probability density is a scalar field describing the electron probability density for any point in the

molecule for any particular position of the nuclei. The current density, by contrast, is a vector field

describing the magnitude and direction of electron current density at any point in the space of the

molecule arising from non-zero nuclear velocities. The quantities obey the following conservation

relationship fromEquation (2.52), which connects changes in electron probability density at any point

in space with the gradient of the change in current density with the corresponding change in nuclear

velocity at the same point in space.

�r � @jCAg rð Þ
@ _RJ

 !
_R ¼ 0

R ¼ 0

¼ @rAg ðrÞ
@RJ

 !
R¼0

ð4:148Þ

One can imagine a small volume element in the space of the molecule. Any changes in the

electron charge density in the volume element due to a displacement of nucleus J from its

equilibrium position, must be compensated by electron current density flowing in or out through

the surface surrounding thevolume element due to the velocity (the change in the velocity from zero)

of nucleus J. The validity of Equation (4.148) is demonstrated in Appendix B, where it is shown that

this equation can be reduced to a sum of the transition continuity equation for each of the excited

states of the molecule.

To find the TCD of the electrons associated with a particular vibrational transition, such as

between g0 and g1 for normal a, we must specify the transition between vibrational states with the

appropriate pair of vibrational wavefunctions and integrate the current density over the normal

coordinates. An additional factor of i is needed because TCD is always a real quantity whereas

the velocity form of the electric dipole transitionmoment is pure imaginary. This is accomplished by

the definition
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Substituting for all three of the quantities in the summation over J gives:
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If we now substitute the derivative of the CA electronic wavefunction with respect to

nuclear velocity from the definition of the CA electronic wavefunction in Equations (2.87)

or (4.31)
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X
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The vibrational transition current density in Equation (4.150) becomes:
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where the quantity in square brackets in the first equation above is the electron transition current

density between pure electronic states e and g defined in Equation (2.19),
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If the vibronic coupling matrix element C0
eg;a is defined in normal coordinates by carrying out the

summation over J as:

C0
eg;a ¼

X
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C J;0
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Equation (4.152) for the electron TCD can now be written as:

Jag0;g1ðrÞ ¼ 2�hvað Þ1=2
X
e6¼g

C0
eg;a

v0
eg

J0geðrÞ ð4:155Þ

In Figure 4.3 we show a map of Jag0;g1ðrÞ with its corresponding nuclear displacement or nuclear

velocity vectors for the same methine CH stretching mode of the molecule (S)-methyl-d3-lactate Cd3
as shown in Figure 4.2 (Freedman et al., 2000). Here, the field of small arrows corresponds to

vibrational TCDvectors. The length and direction of the TCDvectors shows the strength and direction

of the TCD field at the location of the TCD vector. What is surprising is the degree of electron motion

Figure4.3 Thenuclear velocity vectors for themethineC–Hstretchingmodeof themolecule (S)-methyl-d3-
lactate Cd3 are illustrated on the left as in Figure 4.2 and the nuclear velocity vectors and the corresponding
map of the vibrational electron TCD vector field is illustrated on the right (Freedman et al., 2000).
Reproduced with permission from the American Chemical Society (Freedman and Nafie, 2000)
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away from the methine C–H bond. In particular there is strong circulation about the oxygen of the

hydroxyl (OH) group corresponding to a strong vibrational magnetic dipole moment.

In order to derive Equation (4.145) from Equation (4.155), we write from Equation (4.48)

D
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��fa
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E
v0
eg

ð4:156Þ

In writing this equation we note that the velocity dipole transition moment is odd with respect to

interchange of wavefunctions. Using Equation (2.22) for the electron TCD for pure electronic

transitions

D
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��� _mE
���Ya

g0

E
¼
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e 6¼g

�ie
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J0geðrÞdr
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v0
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¼ � ie

ð
Jag0;g1ðrÞdr ð4:157Þ

and from which Equation (4.145) follows by comparison with Equation (4.155). The relationships

above define Jag1;g0ðrÞ and establish the relationship of vibration TCD to the velocity formulation ofVA

absorption intensities. Finally, to emphasize that Jag0;g1ðrÞ is closely related to the integrand of the

velocity dipole vibrational transitionmoment, we introduce the following notation, whichwill be used

more extensively in the next section:

_mE;a
g1;g0ðrÞ ¼ � _mE;a

g0;g1ðrÞ ¼ � ieJag0;g1ðrÞ ð4:158Þ

Note again that the convention for the order of states is reversed from matrix elements compared

with that for current density.

4.4.2 Relationship Between Vibrational TCD and VCD Intensity

Given the relationship in Equation (4.55) between the velocity form of the electric dipole moment

operator and the magnetic dipole moment operator, it is straightforward to write the magnetic

dipole transition moment in terms of the vibrational current density as an extension of Equa-

tion (4.157),

Ya
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���mE Ya
g0

��� E
¼ � ie
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ð
r� Jag0;g1ðrÞdr

�
ð4:159Þ

from whence we can define the angular electron vibrational current density as:

mE;a
g1;g0ðrÞ ¼ � ie

2c
r� Jag0;g1ðrÞ ð4:160Þ

This quantity is obviously origin dependent, but this dependence can be partially suppressed, as

before, by distributing the origin among the nuclei of the molecule as:

mE;a
g1;g0ðrÞ ¼ � ie

2c

X
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RJ;0 þ rJ
	 
� Jag0;g1ðrÞ ð4:161Þ
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The term that depends on the position of the Jth nucleus has the same moment arm as the nuclear

contribution to the magnetic dipole transition density given by:

mN;a
g1;g0ðrÞ ¼

ie

2c

X
J

RJ;0 � ZJSJ;a 2�hvað Þ1=2dðr�RJ;0Þ ð4:162Þ

The charge density of the nucleus is located only at the nuclear position and hence its spatial

dependence in the molecule is expressed simply as a delta function. If the electronic and nuclear

contributions are combined we have

ma
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ð4:163Þ

This is the total (electron plus nuclear) TCD for the transition g0 to g1 in the ath normal mode.We can

use this density together with the corresponding total velocity dipole TCD to express the velocity form

of the rotational strength from Equation (4.14) as:

Ra
v;g1;g0 ¼ v� 1

a Re _ma
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h i
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If we remove the integrations over the space of the molecule from both sides, we can identify a

quantity called the rotational strength density,

Ra
v;g1;g0ðrÞ ¼ v� 1

a Re _ma
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g1;g0

h i
¼ v� 1

a Re _ma
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ð4:165Þ

This is a scalar field that is either a positive or a negative number at each point in the space of the

molecule to express the contribution of that spatial position to the total rotational strength for that

vibrational transition. A corresponding expression can be written for the velocity form of the dipole

strength, which again has electronic and nuclear contributions for the constituent vector TCDs,

Da
v;g1;g0ðrÞ ¼ v� 2

a Re _ma
g0;g1ðrÞ � _ma

g1;g0

h i
¼ v� 2

a Re _ma
g0;g1 � _ma

g1;g0ðrÞ
h i

ð4:166Þ

The velocity dipole strength density is a scalar field that is positive at every point in the molecule

representing the contribution of that location to the total VA absorption intensity for the vibrational

transition considered. The corresponding position dipole strength density can be defined as the

integrand of the integral over the space of the molecule that yields the position dipole strength.

However, as was discussed in Chapter 2, such a quantity is different for each choice of origin. The

only origin-free quantities are the velocity dipole TCD and velocity dipole strength. They, and only

they, show the true location of charge motion leading to vibrational intensities in the molecule. The

rotational strength density is origin independent but the magnetic dipole TCD, or angular TCD, is

origin dependent. The dipole and rotational strength densities have not yet been calculated but

would be of considerable interest for the insight they would provide regarding the spatial origin of

VA and VCD intensities.

Theory of Vibrational Circular Dichroism 129



References

Buckingham, A.D., Fowler, P.W., and Galwas, P.A. (1987) Velocity-dependent property surfaces and the theory of

vibrational circular dichroism. Chem. Phys., 112, 1–14.

Dutler, R., and Rauk, A. (1989) Calculated infrared absorption and vibrational circular dichroism intensities of

oxirane and its deuterated analogues. J. Am. Chem. Soc., 111, 6957–6966.

Freedman, T.B., and Nafie, L.A. (1994). Theoretical formalism and models for vibrational circular dichroism

intensity. In: Modern Nonlinear Optics, Part 3 (eds M. Evans, and S. Kielich), John Wiley & Sons, Inc.,

New York, pp. 207–263.

Freedman, T.B., Lee, E., and Nafie, L.A. (2000) Vibrational current density in (S)-methyl lactate: Visualizing the

origin of the methine-stretching vibrational circular dichroism intensity. J. Phys. Chem. A, 104, 3944–3951.

Hunt, K.L.C., and Harris, R.A. (1991) Vibrational circular dichroism and electric-field shielding tensors: a

new physical interpretation based on nonlocal susceptibility densities. J. Chem. Phys., 94, 6995–7002.

Lowe, M.A., Segal, G.A., and Stephens, P.J. (1986) The theory of vibrational circular dichroism: trans-1,

2-dideuteriocyclopropane. J. Am. Chem. Soc., 108, 248–256.

Nafie, L.A. (1983) Adiabatic behavior beyond the Born–Oppenheimer approximation. Complete adiabatic

wavefunctions and vibrationally induced electronic current density. J. Chem. Phys., 79, 4950–4957.

Nafie, L.A. (2004) Theory of vibrational circular dichroism and infrared absorption: extension to molecules with

low-lying excited electronic states. J. Phys. Chem. A, 108, 7222–7231.

Nafie, L.A., and Freedman, T.B. (1983)Vibronic coupling theory of infrared vibrational intensities. J. Chem. Phys.,

78, 7108–7116.

Nafie, L.A., and Freedman, T.B. (1987) Vibrational circular dichroism theory: Formulation defining magnetic

atomic polar tensors and vibrational nuclear magnetic shielding tensors. Chem. Phys. Lett., 134, 225–232.

Stephens, P.J. (1985) Theory of vibrational circular dichroism. J. Phys. Chem., 89, 748–752.

130 Vibrational Optical Activity



5

Theory of Raman Optical Activity

In this chapter, the theoretical developments of Raman scattering in Chapter 2 will be combined with

the concepts of optical activity in Chapter 3 to present the theory of Raman optical activity (ROA) at

various levels of approximation. The goal is to provide a complete account of the basic theory with

derivations of expressions needed to understand the theoretical basis of existing experimental

applications in addition to reports on new theoretical extensions of ROA. As with the previous

chapter, we begin with a relatively simple overview of the theory. This will be followed by the next

simplest description ofROA, the far-from resonance (FFR) theory. Next, the general unrestricted (GU)

theory of ROA and Raman will be presented that embraces all levels of the theory of ROA. Finally,

important limits of the GU theory will be derived, including the FFR theory, the near-resonance (NR)

theory, the single electronic state (SES) strong resonance theory, and the two electronic state (TES)

resonance theory.

5.1 Comparison of ROA to VCD Theory

The theory of vibrational ROA and Raman scattering is different in many ways from the theory of

infrared vibrational circular dichroism (VCD) and vibrational absorption (VA), and yet these two

forms of vibrational optical activity (VOA) possess a high level similarity. To make clear these

similarities and differences we extend the introductory treatment of VCD and ROA given in Chapter 1

with the theoretical definitions that we have developed thus far for vibrational spectroscopy, chirality,

and VCD in Chapters 2, 3, and 4, respectively.

There are many possible forms of ROA. The most accessible at this time is scattered circular

polarization (SCP) ROA, as this is provided in the first and to date only commercially available ROA

instrument. From Chapter 1, the general definition of SCP-ROA for a vibrational transition from g0 to

g1 of the ground electronic state of vibrational normal mode a is given by:

SCP-ROA: DIað Þag1;g0 ¼ IaR
� �a

g1;g0
� IaL
� �a

g1;g0

h i
ð5:1Þ

Vibrational Optical Activity: Principles and Applications, First Edition. Laurence A. Nafie.
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This form of ROA consists of fixed, non-elliptically (including non-circularly) polarized, or

unpolarized, incident radiation and is followed by the measurement of the difference in the intensity

for right minus left circularly polarized (RCP minus LCP) Raman scattered radiation. The available

commercial SCP-ROA instrument uses unpolarized incident radiation (superscript U) and back-

scattering (180�) scattering geometry. The corresponding theoretical expression is given by:

IUR 180�ð Þ� IUL 180�ð Þ� �a
g1;g0

¼ 8K

c
12 b G0ð Þ2
� �a

g1;g0
þ 4 b Að Þ2
� �a

g1;g0

� 	
ð5:2Þ

where K is a constant and b G0ð Þ2 and b Að Þ2 are ROA invariants that will be defined in the following

section. Briefly, they are magnetic dipole and electric quadrupole anisotropic ROA invariants in the

far-from resonance (FFR) approximation that are the analogues of the anisotropic Raman invariant

b að Þ2 introduced in Equation (2.135). The equations corresponding to (5.1) and (5.2) for SCP-Raman

are given by:

SCP-Raman: Iað Þag1;g0 ¼ IaR
� �a

g1;g0
þ IaL
� �a

g1;g0

h i
ð5:3Þ

IUR 180�ð Þþ IUR 180�ð Þ� �a
g1;g0

¼ 4K 45 a2
� �a

g1;g0
þ 7 b að Þ2
� �a

g1;g0

� 	
ð5:4Þ

The theory of VCD at this same level of theory is comparatively simple. There is only one invariant

for VCD, the rotational strength, and one for the corresponding VA intensity, the dipole strength. The

experimental measurement geometry does not need to be specified for the absorption of the IR beam

transmitted through the sample. The definition for VCD is given by the following expressions:

VCD--rotational strength: DAð Þag1;g0 ¼ ALð Þag1;g0 � ARð Þag1;g0
h i

ð5:5Þ

Ra
r;g1;g0 ¼ K 0 «Lð Þag0;g1 � «Rð Þag0;g1

h i
¼ Im mð Þag0;g1 � mð Þag1;g0

h i
ð5:6Þ

where K 0 is a constant. The measured definitions are taken from Chapter 1, and the second part of

Equation (5.6) was first defined in Equation (4.2). The subscript r on the symbol for the rotational

strength refers to the position form of the electric dipole moment operator, m. The corresponding

expressions for the VA intensity are given by:

VA--dipole strength: Að Þag1;g0 ¼
1

2
ALð Þag1;g0 þ ARð Þag1;g0

h i
ð5:7Þ

Da
r;g1;g0 ¼ K 0 1

2
«Lð Þag0;g1 þ «Rð Þag0;g1

h i
¼ mð Þag1;g0



 


2 ð5:8Þ

It can be seen again that ROA follows the right minus left convention whereas VCD adopts the left

minus right convention, common to all other forms of optical activity. Also, the Raman intensity is

defined as the sum of the RCP and LCP intensities whereas vibrational absorption is defined as the

average of LCP and RCP intensities.

In the following section, we describe a broader introduction to the theory of ROA but still restricted

to the FFR approximation. Before doing so, we mention that after the FFR theory of ROA was

published (Barron and Buckingham, 1971), a number of models of ROA intensity were described as
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conceptual aides to understanding the origin of ROA intensity. Some of these models also found use

before full quantum chemistry calculations of ROA appeared in order to carry out simple calculations

of ROA. As mentioned briefly in Appendix A, these models included the two-group model (Barron

and Buckingham, 1975), the methyl torsion model (Barron and Buckingham, 1979), the perturbed

generate oscillator model (Barron andBuckingham, 1975), the atom-dipole interactionmodel (Prasad

and Nafie, 1979), and the bond polarizability model (Barron et al., 1986; Escribano et al., 1987). We

will not describe thesemodels here as they are no longer in active use and have been described in detail

previously (Barron and Buckingham, 1975; Barron, 2004).

5.2 Far-From Resonance Theory (FFR) of ROA

Before describing the theory orROA in its full generality, we begin by considering the fundamentals of

what is sometimes called the original theory of ROA. Recall from Chapter 1 that incident circular

polarization (ICP-ROA) was the only form of ROA measured from its discovery in 1973 (Barron

et al., 1973) until the first SCP-ROA measurements in 1988 (Spencer et al., 1988), which in turn was

followedbyDCP-ROA theory in the following year (Nafie andFreedman, 1989) and the firstDCP-ROA

measurements a few years later (Che et al., 1991). During the early period of ICP-ROA, with one

exception (Hug, 1982), all measurementsweremadewith right-angle scattering geometry. The original

theory is constructed in the far-from resonance (FFR) approximation of Raman scattering as described

in Section 2.4.7 of Chapter 2.

5.2.1 Right-Angle ROA Scattering

The original theory of ROAwas developed for right-angle ICP-ROA in which the laser radiation is

switched between RCP and LCP states. The existence of ROA on the scattered radiation was also

described in terms of the excess of RCP or LCP in the scattered light for each vibrational band, called

the degree of circular polarization, but no method for carrying out such a measurement was offered

until SCP-ROA was first measured by the intensity difference of RCP and LCP scattered Raman

radiation. There are two principal forms of ICP-ROA for right-angle scattering, polarized and

depolarized, corresponding to whether a polarization analyzer placed in the scattered beam is

perpendicular or parallel, respectively, to the scattering plane. Because depolarized ICP-ROA has

much lower Raman intensity in the polarized bands where artifacts are most difficult to control, this

form of ROAwas used for virtually all ROA measurements until the late 1980s. In terms of the ROA

invariants mentioned above, the depolarized form of ROA is given by:

ICPD-ROA ð90�Þ: IRZ 90�ð Þ� ILZ 90�ð Þ ¼ 4K

c
6b G0ð Þ2 � 2b Að Þ2
h i

ð5:9Þ

ICPD-Raman ð90�Þ: IRZ 90�ð Þþ ILZ 90�ð Þ ¼ 2K 6b að Þ2
h i

ð5:10Þ

Equation (5.10) has been presented previously in Equation (2.116) for depolarized Raman right-

angle Raman scattering using unpolarized incident radiation. These equations are the same because

IRZ 90�ð Þþ ILZ 90�ð Þ ¼ IXZ 90�ð Þþ IYZ 90�ð Þ ¼ IUZ 90�ð Þ. For simplicity, we have not included the labels for

the initial and final states nor the normal mode excited in the Raman transition. These can easily be

added for any particular case as needed. A factor 1/c appears in Equation (5.9) that does not appear in

Equation (5.10), because traditionally SI units are used to describe the theory of ROA, and the

expression for the magnetic dipole moment in ROA (see below) differs by a factor of c from the

corresponding expressions in CGS units used for the theory of VCD. In order to conform to existing
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convention, we use SI units for ROA theory and CGS units for VCD theory. The corresponding

expressions for the more difficult polarized right-angle ICP intensities are given by:

ICPP-ROA ð90�Þ: IRX 90�ð Þ� ILX 90�ð Þ ¼ 4K

c
45aG0 þ 7b G0ð Þ2 þb Að Þ2
h i

ð5:11Þ

ICPP-Raman ð90�Þ: IRX 90�ð Þþ ILX 90�ð Þ ¼ 2K 45a2 þ 7b ~að Þ2
h i

ð5:12Þ

The expression for the Raman intensity is the same as that given for unpolarized right-angle scattering

in Equation (2.137). It can also be seen that this Raman intensity is exactly half that given for

unpolarized backscattering SCP-Raman intensity above in Equation (5.4).

The equations for the twoRaman invariants and three ROA invariants in the FFR approximation are

given by:

a2 ¼ 1

9
aaaabb b að Þ2 ¼ 1

2
3aabaab �aaaabb

� �
ð5:13Þ

for Raman scattering, and by:

aG0 ¼ 1

9
aaaG

0
bb ð5:14Þ

b G0ð Þ2 ¼ 1

2
3aabG

0
ab �aaaG

0
bb

� �
ð5:15Þ

b Að Þ2 ¼ 1

2
v0aab«agdAg;db ð5:16Þ

for ROA. Here we have used Cartesian tensor notation and the Einstein summation convention first

defined in Equation (4.12) where repeated Greek subscripts in a symbol or product of symbols implies

summation over Cartesian axes x, y, and z, and «agd is the alternating tensor that equals þ1 for even

permutations of x, y, and z and –1 for their odd permutation. Thus, for example,aG0 consists of a sumof

nine terms written explicitly from Equation (5.14) as ðaxxG
0
xx þaxxG

0
yy þ . . . þazzG

0
zzÞ=9. The

Raman invariants in Equation (5.13) are the same as given in Equations (2.134) and (2.135). The

three types of scattering tensors appearing in these equations are the polarizability

aab ¼ 2

�h

X
e 6¼g

v0
eg

v0
eg

� �2
�v2

0

Re g m̂aj jeh ihgjm̂bjgi
h i

ð5:17Þ

for Raman scattering as given in Equation (2.133), and

G0
ab ¼ � 2

�h

X
e6¼g

v0

v0
eg

� �2
�v2

0

Im g m̂aj jeh ihejm̂bjgi
� � ð5:18Þ

Aa;bg ¼ 2

�h

X
e 6¼g

v0
eg

v0
eg

� �2
�v2

0

Re g m̂aj jeh ihejQ̂bgjgi
h i

ð5:19Þ
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G0
ab and Aa;bg are referred to as the magnetic dipole optical activity tensor and the electric quadrupole

optical activity tensor, respectively. Using these invariants, we canwrite intensity expressions forROA

and Raman that cover all possible polarization modulations and scattering geometries in the FFR

approximation. The relevant electric dipole, magnetic dipole, and electric quadrupole operators in

SI units are given by:

m̂a ¼�e
X
j

rja ð5:20Þ

m̂a ¼� e

2m

X
j

«abgrjbpjg ð5:21Þ

Q̂ab ¼�e

2

X
j

ð3rjarjb � rjarjaÞ ð5:22Þ

where for Raman and ROA scattering summations are needed only for the electrons of the molecule.

Unlike, IR and VCD, the nuclei are too small to have measurable contributions to the polarizability of

the molecule. As mentioned above, the SI definition of the magnetic dipole moment differs by a factor

of 1/c compared with the CGS definition of this operator used for VCD.

All the tensors given in this section are presented without vibrational state labels. As a result, these

expressions apply equally well to Rayleigh optical activity (RayOA) and ROA. To add the vibrational

labels for a fundamental transition in the ground electronic state between levels g0 and g1 for normal

mode a we write

aab

� �a
g1;g0

¼ fa
g1jaabjfa

g0

D E
¼ fa

g1





 2�h
X
e 6¼g

v0
egRe g m̂a



 

eD E
e m̂b



 

gD Eh i
v0
eg

� �2
�v2

0





fa
g0

* +

¼ 2

�h

X
e6¼g

v0
egRe g m̂aj je� �

0
e m̂b



 

gD EQa

0
þ g m̂aj jeh iQa

0 e m̂b



 

gD E
0

� 	

v0
eg

� �2
�v2

0

fa
g1




Qa fa
g0




 ED ð5:23Þ

In the second line of Equation (5.23), each term contains a first derivative of an electronic matrix

element with respect to Qa using notation introduced previously in Equation (2.107). In this way the

vibrational matrix element for first-order nuclear position dependence can be separated from the

electronic matrix elements. Similar expressions for the ROA tensors G0
ab

� �a
g1;g0

and Aa;bg

� �a
g1;g0

can easily be written.

5.2.2 Backscattering ROA

The advantages of backscattering in ROAwere first recognized by Hug in 1982 and then implemented

some years later. As a result of these advantages, measurements of ROA in right-angle scattering are

now rarely undertaken, and then only to address questions of theoretical interest. The first back-

scattering ROA experiment measurements with a modern CCD camera (Barron et al., 1989) used ICP

with no polarization discrimination in the scattered beam:

ICPU ð180�Þ: IRUð180�Þ� ILUð180�Þ ¼
8K

c
12b G0ð Þ2 þ 4b Að Þ2
h i

ð5:24Þ

IRUð180�Þ þ ILUð180�Þ ¼ 4K 45a2 þ 7b að Þ2
h i

ð5:25Þ
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If one compares these expressions with those for unpolarized backscattering SCP-ROA in

Equations (5.2) and (5.4), one can see that, in the FFR approximation, these two experiments give

exactly the same results. In addition, if one compares ICP or SCP backscattering with ICP or SCP

right-angle scattering in Equations (5.9)–(5.12), one sees two significant differences. Firstly, the

backscatteringRaman spectra are the same as polarized right angle scattering, but twice as intense, and

secondly, the backscattering ROA invariants are the same relativemagnitudes but four times as intense

as depolarized right-angle scattering, and the two invariant contributions add in backscattering rather

than subtract in right-angle scattering. As a result, there is a huge advantage to measuring ROA in

backscattering. Compared with right-angle scattering ICP and SCP intensities, unpolarized back-

scattering ICP and SCP are an odd mixture of polarized (Raman) and depolarized (ROA) scattering.

When in-phase DCP (DCPI) backscattering is considered, this odd mixture of polarized Raman and

depolarized ROA disappears in favor of pure depolarized scattering for both Raman and ROA, as we

consider next.

Even though unpolarized ICP- and SCP-ROA are identical in the FFR approximation, not only for

backscattering, but for all scattering geometries, there is a form of ROA that differs from these two in

its Raman scattering, namely DCPI-ROA,

DCPI ð180�Þ: IRRð180�Þ� ILLð180�Þ ¼
8K

c
12b G0ð Þ2 þ 4b Að Þ2
h i

ð5:26Þ

IRRð180�Þþ ILRð180�Þ ¼ 4K 6b að Þ2
h i

ð5:27Þ

DCPI-ROA ismeasured by adding synchronous circular polarization detection in the scattered light

to an ICP-ROAmeasurement, or adding synchronous circular polarization modulation of the incident

laser radiation instead of unpolarized incident radiation, to an SCP-ROAmeasurement. Comparing the

last two sets of intensity expressions, one can see that DCPI-ROA intensities are identical with those of

unpolarized ICP- or SCP-ROA, but the correspondingRaman intensity ismuch less. The reason is that,

compared with unpolarized SCP-ROA, for example, only part of the scattered radiation is measured in

DCPI-ROA. The part not measured is the other form of DCP-ROA, namely out-of-phase dual circular

polarization (DCPII)-ROA,

DCPII ð180�Þ: IRL ð180�Þ� ILRð180�Þ ¼ 0 ð5:28Þ

IRL ð180�Þþ ILRð180�Þ ¼ 4K 45a2 þb að Þ2
h i

ð5:29Þ

For this form of Raman scattering, the ROA vanishes in the FFR approximation and the parent

Raman intensity is highly polarized, evenmore polarized than traditional polarized Raman scattering.

If one simply adds the ROA and Raman intensities for both forms of DCP scattering, one obtains the

corresponding unpolarized ICP- or SCP-ROA intensities given in Equations (5.24) and (5.25). Further,

one can see that, unlike unpolarized backscattering ICP or SCP, DCPI-Raman and -ROA intensities

are both pure depolarized. On the other hand, as mentioned above, DCPII-Raman intensities are

highly polarized.

5.2.3 Forward and Magic Angle Scattering ROA

There are two other forms of ROA that have been measured and provide unique spectral information.

The first is ROA in forward scattering. This has been performed using ICP scattering and yields
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the following intensities:

ICPU ð0�Þ: IRUð0�Þ� ILUð0�Þ ¼
8K

c
90aG0 þ 2b G0ð Þ2 � 2b Að Þ2
h i

ð5:30Þ

IRUð0�Þþ ILUð0�Þ ¼ 4K 45a2 þ 7bðaÞ2
h i

ð5:31Þ

Here the Raman scattering is the same as unpolarized backscattering ICP, intense and polarized

compared with right-angle scattering, and the ROA is weaker with a subtractive combination of ROA

invariants that gives relatively more weight to the electric quadrupole ROA invariant.

If instead one considers right-angle ICP-ROA using a magic angle of 54.7� from the vertical for

the analyzing polarizer (the same angle as the magic spinning angle used for the measurement of

NMR of solids), one obtains a sum of 2=3 polarized and 1=3 depolarized ROA intensity. This yields a

cancellation of the electric quadrupole ROA invariant, and the ICP scattering intensities is this

case are

ICP* ð90�Þ: IR* ð90�Þ� IL* ð90�Þ ¼
8K

c

45

3
aG0 þ 10

3
b G0ð Þ2

� 	
ð5:32Þ

IR* ð90�Þ þ IL* ð90�Þ ¼ 4K
45

3
a2 þ 10

3
b að Þ2

� 	
ð5:33Þ

Thus for right-angle ROA scattering with the analyzer at the magic angle, the only contributions

to ROA intensity are from the two magnetic dipole ROA invariants. This is analogous to VCD

where for isotropic solutions the electric quadrupole transition moments make no contribution to

the observed intensity.

5.3 General Unrestricted (GU) Theory of ROA

The general theory of ROA, comparable in scope to the general theory of Raman scattering presented

in Chapter 2, is fairly complex. There it was shown that the general theory of Raman scattering has

three invariants,a2,bS ~að Þ2, andbA ~að Þ2, instead of the two found in the simpler FFR theory,which has

only a2 and b ~að Þ2. However, the general unrestricted (GU) theory of ROA involves a total of ten

ROA invariants instead of the three that appear in the FFR theory highlighted in the previous section.

One needs the GU theory of ROA to describe all possible ROA experiments when it is no longer

sufficient to assume that the incident laser radiation is very far-from resonancewith the lowest allowed

electronic state of the molecule. Most applications of ROA have not advanced to this state of

sophistication, but the GU theory is presented here as it is the origin of all levels of approximation

of linear ROA theory.

5.3.1 ROA Tensors

The theory of Raman scattering presented in Chapter 2 was formulated at the general unrestricted

level, and subsequently these equations were reduced to the theory of Raman in the FFR approx-

imation used above to introduce the theory of ROA.We return to consider Equation (2.101) for Raman

scattering intensity as a function of the complex polarization state vectors for the incident and scattered
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photons,~eia and~e
d
a, respectively, but here themore general complex scattering tensor, ~aab, will be used

instead of the complex polarizability, ~aab, as used previously. TheGU formalism for ROAbeginswith

the following equation (Hecht and Nafie, 1991; Nafie and Che, 1994):

I ~ed;~ei
� � ¼ 90K ~ed*a ~aab~e

i
b




 


2 �
ð5:34Þ

The leading term in the expansion of ~aab is ~aab, and the next four terms are the complex optical activity

tensors as given by:

~aab ¼ ~aab þ 1

c
«gdbn

i
d
~Gag þ «gdan

d
d
~G gb þ i

3
v0n

i
g
~Aa;gb �vRn

d
g
~A b;ga

� �� 	
ð5:35Þ

and where

K ¼ 1

90

v2
Rm0

~E
0ð Þ

4pR

 !2

ð5:36Þ

As explained previously, K is a constant that depends on the intensity of the incident laser radiation.

Here, vR is the angular frequency of the Raman (or Rayleigh) scattered light, m0 is the magnetic

permeability of free space, ~E
0ð Þ
is the effective electric field strength of the incident laser radiation of

frequency v0, and R is the distance from the scattering source to the detector. The angular brackets in

Equation (5.34) designate an average over all angles of orientation of the molecule relative to the

laboratory frame of reference in the case of non-oriented sample molecules. Again, repeated Greek

subscripts in a term imply summation over the Cartesian directions x, y, and z.

Equation (5.34) has nine terms, after executing the Einstein summation convention, within the

vertical brackets, and these brackets designate the absolute value of the complex quantities within the

brackets. The tilde above a quantity, such as a polarizationvector or a scattering tensor, indicates that this

quantity is in general complex. The star superscript for the polarization vector of the scattered light

designates the complex conjugate. Thegeneral scattering tensor~aab is given through the lowest-order in
the breakdown of the dipole approximation leading to magnetic dipole and electric quadrupole

contributions. The leading term is the polarizability tensor, first given in Equation (2.103), and is

responsible for ordinaryRaman (andRayleigh) scattering. The tensors in square brackets are the optical

activity tensors, or in the case of ROA, the ROA tensors. The first two are magnetic dipole–electric

dipole ROA tensors and the second two are electric quadrupole–electric dipole ROA tensors. The

vectors nia and nda are the propagation vectors for the incident and scattered light, respectively. Three

additional terms (not shown) may be added to Equation (5.35) to account for electric field induced

birefringence and the effects of finite cone of collection of the Raman scattering and ROA.

The Raman polarizability tensor is given by:

~aab v0ð Þ ¼ 1

�h

X
j 6¼m;n

~m m̂aj j ~j� �h ~jjm̂bj~ni
vjn �v0 � iGj

þ h~mjm̂bj ~jih ~j m̂aj j~ni
vjm þv0 þ iGj

" #
ð5:37Þ

where, as before, the summation is over all excited electronic state wavefunctions, ~j, except for the
initial and final states, ~n and ~m, respectively. Thewavefunctions of all states are taken to be complex

in the general case as denoted by a tilda above the state label. The states ~n and ~m differ by a

vibrational quantum of energy, and the terms vjm and vjn are the angular frequency differences

between the states ~j and ~n or ~m. The terms iGj are imaginary terms proportional to the spectral width
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of the excited state ~j, and hence inversely proportional to the lifetime of that state. The opposite-sign

convention has been followed for the iGj terms, determined recently to be preferred based on a

number of physical and phenomenological arguments (Long, 2002). The first term in Equa-

tion (5.37) is called the resonance term as the difference between the jn-transition frequency and

the laser frequency vanishes at the resonance condition, and the second term is the non-resonance

term. The electric-dipole moment operator m̂a has been defined previously in Equation (5.36).

Finally, we note that the polarizability, ~aabðv0Þ, is a function of the frequency of the incident laser
radiation, v0. This dependence is particularly important as resonance is approached; however, for

simplicity this additional labeling will be suppressed in development of expressions beyond initial

definitions unless explicitly needed.

The matrix elements in Equation (5.37) involving the operator m̂b represents the interaction of the

molecule with the incident radiation, while the matrix elements with the operator m̂a represents the

interaction of the molecule with the scattered radiation. This can be seen most easily by inspection of

Equation (5.34). Thematrix element products in each term in Equation (5.37) can be read from right to

left in a time-ordered sense, and hence the resonance term describes themolecule interacting first with

a laser photon and subsequently creating a scattered photon, whereas the non-resonance terms reverse

the time order of the those two events. In Chapter 2 we previously illustrated the time order of these

events graphically with time-ordered diagrams in Figure 2.1.

The four ROA tensors differ from the Raman polarizability tensor by substitution of a higher-order

operator for an electric-dipole operator in Equation (5.37). The two operators needed for ROA are the

magnetic-dipole moment operator and the electric-quadruple moment operator m̂a and ûab defined

above inEquations (5.21) and (5.22). The resultingROA tensors, including dependence on the incident

laser radiation are given by:

~Gabðv0Þ ¼ 1

�h

X
j 6¼m;n

~m m̂aj j~j� �
~j m̂b



 

~n� �
vjn �v0 � iGj

þ ~m m̂b



 

~j� �
~j m̂aj j~n� �

vjn þvR þ iGj

" #
ð5:38Þ

~G abðv0Þ ¼ 1

�h

X
j6¼m;n

~m m̂aj j~j� �
~j m̂b



 

~nD E
vjn �v0 � iGj

þ
~m m̂b



 

~jD E
~j m̂aj j~n� �

vjn þvR þ iGj

2
4

3
5 ð5:39Þ

~Aa;bgðv0Þ ¼ 1

�h

X
j6¼m;n

~m m̂aj j~j� �
~j Q̂bg




 


~nD E
vjn �v0 � iGj

þ
~m Q̂bg




 


~jD E
~j m̂aj j~n� �

vjn þvR þ iGj

2
4

3
5 ð5:40Þ

~A a;bgðv0Þ ¼ 1

�h

X
j6¼m;n

~m Q̂bg




 


~jD E
~j _maj j~n� �

vjn �v0 � iGj

þ
~m _maj j~j� �

~j Q̂bg




 


~nD E
vjn þvR þ iGj

2
4

3
5 ð5:41Þ

Here we have written vjm þv0 as vjn þvR to emphasize the frequency of the scattered light. The

expressions given above define the tensors used for the description of all forms of polarized

Raman scattering through first-order in the magnetic-dipole and electric-quadrupole interaction

of light with matter. It can be seen that in the GU theory there are two magnetic-dipole optical

activity tensors, ~Gab and ~G ab, and two electric-quadrupole optical activity tensors ~Aa;bg and
~A a;bg . In the Roman font tensors, the magnetic-dipole or electric-quadrupole operators are

associated with the incident radiation while for the script tensors, these operators are associated

with the scattered radiation. These four complex tensors are sufficient to describe all forms of

ROA to first order beyond the dipole approximation. In Figure 5.1 we present, in analogy to
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Figure 5.1 Time-ordered diagrams of the four ROA tensors representing the resonance term (left) and
non-resonance term (right) of Equations (5.38)–(5.41). The time axis is vertical and the space axis is
horizontal. Molecular state vectors are represented by vertical arrows that move in time but not in space.
Diagonal arrows represent photons traveling both in time and in space. The interaction vertices are
labeled by operators with Greek subscripts that represent the polarization direction of the photon
interaction that changes the state vectors. In the resonance term, the molecule first destroys the incident
photon, �hv0, and then creates the scattered photon, �hvR, whereas in the non-resonance term the time
order of the photon interactions is reversed
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Figure 2.1, time-ordered diagrams to illustrate graphically the four ROA tensors given in

Equations (5.38)–(5.41).

5.3.2 Forms of ROA

If the polarization states of the incident and scattered radiation are specified, one can construct

theoretical expressions for thevarious forms ofROA intensities that can bemeasured.Considering first

circular polarization, ROA intensities can be obtained from pairs of intensity expressions that differ

only in the change in the polarization state of the incident beam, the scattered beam, or both beams

between right and left circular states.

The fundamental forms of CP-ROA observables are classified by polarization states of the incident

and scattering radiation and by the scattering angle, j. There are four different forms of CP ROA

given by:

ICP-ROA: DIa jð Þ ¼ IRa jð Þ� ILa jð Þ ð5:42Þ

SCP-ROA: DIa jð Þ ¼ IaR jð Þ� IaL jð Þ ð5:43Þ

DCPI-ROA: DII jð Þ ¼ IRR jð Þ� ILL jð Þ ð5:44Þ

DCPII-ROA: DIII jð Þ ¼ IRL jð Þ� ILR jð Þ ð5:45Þ

In the case of ICP- andSCP-ROA, the polarization statea is anyfixed linear value or the unpolarized

state. The standard choices are unpolarized, linearly polarized parallel to the scattering plane

(depolarized), or linearly polarized perpendicular to the scattering plane (polarized). The common

scattering angles are 90� (right-angle scattering) 180� (backscattering), and 0� (forward scattering).

There are also four forms of linear polarization (LP) ROA:

ILP-ROA: DIa jð Þ ¼ I þa jð Þ� I �a jð Þ ð5:46Þ

SLP-ROA: DIa jð Þ ¼ Iaþ jð Þ� Ia� jð Þ ð5:47Þ

DLPI-ROA: DII jð Þ ¼ I þþ jð Þ� I þþ jð Þ ð5:48Þ

DLPII-ROA: DIII jð Þ ¼ I þ� jð Þ� I �þ jð Þ ð5:49Þ

Instead of being defined between left and right circular polarization states, LP-ROA is defined as the

difference between different orientations of linear polarization states, the optimum of which differ by

�45�. In the definitions aboveþ refers to a linear polarization state that is þ45� relative to the

orientation of some fixed linear polarization state a. Similarly, � refers to a linear polarization at

� 45� from the fixed linear polarization state a. The difference between the CP and LP forms of ROA

is similar to the difference between the CD and optical rotation (OR) forms of single photon optical

activity. ForOR, if light with a vertical linear polarization state (v) enters the sample and the difference

in transmitted intensity Ivþ jð Þ� Iv� jð Þ were measured, for small rotations, the difference would be

directly related to the sign and magnitude of the OR.

5.3.3 CP-ROA Invariants

The GU theory of ROA embraces all possible polarization experiments, scattering geometries, and

degrees of resonance Raman intensity enhancement. ROA and Raman intensity are proportional to the
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square of a quantity involving a general tensor, ~aab, and two complex polarization vectors, as

expressed in Equation (5.34). For Raman scattering, only the square of the polarizability is needed,

whereas ROA intensity arises from the products of the polarizability and one the ROA tensors. The

ROA tensors are approximately three orders ofmagnitude smaller than the polarizability, and hence an

ROA spectrum is approximately three orders of magnitude smaller than its parent Raman spectrum.

The square of any two ROA tensors would be six orders of magnitude smaller than the parent Raman

spectrum and is too small to measure. As noted above, the Greek subscripts of the tensors refer to the

molecular axis system.However, for both Raman andROA, linear combinations of products of tensors

can be found that do not vary with the choice of the orientation of the molecular coordinate frame

relative to the laboratory coordinate frame. Such combinations are called invariants. As shown in

Chapter 2, all Raman intensities from samples of randomly oriented molecules can be expressed in

terms of only three invariants, called the isotropic Raman invariant and the symmetric and anti-

symmetric anisotropic Raman invariants given by:

a2 ¼ 1

9
~aaað ÞS ~abb

� �S* ð5:50Þ

bS ~að Þ2 ¼ 3

2
~aab

� �S
~aab

� �S* � 1

2
~aaað ÞS ~abb

� �S* ð5:51Þ

bA ~að Þ2 ¼ 3

2
~aab

� �A
~aab

� �A* ð5:52Þ

where the symmetric and anti-symmetric forms of the tensors here and below are given by:

Tab
� �S ¼ 1

2
Tab
� �þ Tba

� �� � ð5:53Þ

Tab
� �A ¼ 1

2
Tab
� �� Tba

� �� � ð5:54Þ

The three Raman invariants are pure real quantities as each term in Equations (5.50)–(5.52) is a

complex tensor multiplied by its own complex conjugate.

For CP-ROA there are ten invariants, five associated with the Roman-font tensors,

aG;bS
~G
� �2

;bA
~G
� �2

;bS
~A
� �2�

and bA
~A
� �2�

and five with the script-font tensors, aG ;bS ~Gð Þ2;
�

bA ~Gð Þ2;bS ~Að Þ2and bA ~Að Þ2
�
. The Roman ROA tensors are given by:

aG ¼ 1

9
Im ~aaað ÞS ~Gbb

� �S*h i
ð5:55Þ

bS
~G
� �2 ¼ 1

2
Im 3 ~aab

� �S ~Gab

� �S* � ~aaað ÞS ~Gbb

� �S*h i
ð5:56Þ

bA
~G
� �2 ¼ 1

2
Im 3 ~aab

� �A ~Gab

� �A*h i
ð5:57Þ

bS
~A
� �2 ¼ 1

2
v0Im i ~aab

� �S
«agd ~Ag;db

� �� �S*n o
ð5:58Þ
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bA
~A
� �2 ¼ 1

2
v0Im i ~aab

� �A
«agd ~Ag;db

� �� �A* þ «abg ~Ad;gd

� �� �A*n o� �
ð5:59Þ

The corresponding five script tensor invariants are the same in form as those for the Roman tensors,

and vR replaces v0 in the expressions for the electric quadrupole optical activity invariants. For

completeness the script invariants are:

aG ¼ 1

9
Im ~aaað ÞS ~G bb

� �S*h i
ð5:60Þ

bS ~Gð Þ2 ¼ 1

2
Im 3 ~aab

� �S ~G ab

� �S* � ~aaað ÞS ~G bb

� �S*h i
ð5:61Þ

bA ~Gð Þ2 ¼ 1

2
Im 3 ~aab

� �A ~G ab

� �A*h i
ð5:62Þ

bS ~Að Þ2 ¼ 1

2
vRIm i ~aab

� �S
«agd ~A g;db

� �� �S*n o
ð5:63Þ

bA
~A
� �2 ¼ 1

2
vRIm i ~aab

� �A
«agd ~A g;db

� �� �A* þ «abg ~A d;gd

� �� �A*n o� �
ð5:64Þ

All of the different CP-ROAexperiments can be expressed in terms of these ten invariants. TheROA

intensity for any experiment is expressed as a linear combination of some or all of the ten ROA

invariants. Although sets of experiments can be devised to isolate all three ordinary Raman invariants,

only six distinct combinations of ROA invariants have so far been isolated theoretically.

5.3.4 CP-ROA Observables and Invariant Combinations

In order to determine the ROA and Raman intensity expressions for any possible experiment, the

following information is needed. The angle j of the scattered beam relative to the incident beam and the

polarization states of either the incident or scattered beam if they are not modulated between RCP and

LCP states are required.Anyfixedpolarization statemust be either unpolarized or pure linearlypolarized

as any circular polarization content of the fixedpolarization state results in unequalRaman intensities for

the two CPmodulated states, as described in Chapter 2, because the resulting reversal ratio or degree of

circularity would overwhelm an attempted measurement of the ROA. If the fixed polarization is not

unpolarized, it must be linearly polarized and the angle of that polarization state relative to the vertical

directionmust be specified. In Figure 5.2, the angle u specifies the linear polarization state of the incident
beamwhile the anglef specifies the polarization angle of the scattered beam. Expressed as a function of

these experimental angles, ICP- and SCP-ROA, and Raman intensities are given by:

ICP: IRfðjÞ� ILfðjÞ ¼
4K

c
I1 þ I 2cos j� I3sin

2 j sin2f
� �

ð5:65Þ

IRfðjÞþ ILfðjÞ ¼ 2K R1 �R3sin
2 j sin2f

� � ð5:66Þ

SCP: IuRðjÞ� IuLðjÞ ¼
4K

c
I 1 þ I2cos j� I 3sin

2 j sin2u
� �

ð5:67Þ
IuRðjÞþ IuLðjÞ ¼ 2K R1 �R3sin

2 j sin2u
� � ð5:68Þ
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To obtain the expressions of unpolarized ICP or SCP intensities, the sum of vertical (0�) and
horizontal (90�) linear polarization states yields the desired result assuming that the analyzing

polarizer is removed for ICP intensities and an unpolarized source of radiation is available that is

converted by a polarizer for polarized SCP experiments. ForDCP-ROAandRaman intensities, there is

no dependence on the angle of any linear polarization states, as there are none. These intensities are

given by:

DCPI: IRRðjÞ� ILLðjÞ ¼
4K

c
I1 þ I 1 þðI2 þ I 2Þcos j� 1

2
ðI3 þ I 3Þsin2j

� 	
ð5:69Þ

IRRðjÞþ ILLðjÞ ¼ 2K R1 þR2cos j� 1

2
R3sin

2j

� �
ð5:70Þ

DCPII: IRL ðjÞ� ILRðjÞ ¼
4K

c
I1 � I 1 �ðI2 � I 2Þcos j� 1

2
ðI3 � I 3Þsin2j

� 	
ð5:71Þ

IRL ðjÞþ ILRðjÞ ¼ 2K R1 �R2cos j� 1

2
R3sin

2j

� �
ð5:72Þ

The symbols I, I and R in these equations represent combinations of Roman and script ROA and

Raman invariants, respectively. The combinations of Roman ROA invariants are:

I1 ¼ 45aGþ 7bS
~G
� �2 þ 5bA

~G
� �2 þbS

~A
� �2 �bA

~A
� �2 ð5:73Þ

I2 ¼ 45aG� 5bS
~G
� �2 þ 5bA

~G
� �2 � 3bS

~A
� �2 �bA

~A
� �2 ð5:74Þ

I3 ¼ 45aGþbS
~G
� �2 � 5bA

~G
� �2 þ 3bS

~A
� �2 � 3bA

~A
� �2 ð5:75Þ

z

y

x

ei

ni

nd

ed
φξ

θ

Figure 5.2 Scattering diagram showing coordinate axes, incident and scattered propagation vectors,
incident and scattered linear polarization vectors, the angle of scattering in the yz-plane from the forward
direction, and the angles of any linear polarization states with respect to the x-direction

144 Vibrational Optical Activity



and the combinations of script ROA invariants are:

I 1 ¼�45aG � 7bS ~Gð Þ2 � 5bA ~Gð Þ2 þbS ~Að Þ2 þbA ~Að Þ2 ð5:76Þ

I 2 ¼�45aG þ 5bS ~Gð Þ2 � 5bA ~Gð Þ2 � 3bS ~Að Þ2 þbA ~Að Þ2 ð5:77Þ

I 3 ¼�45aG �bS ~Gð Þ2 þ 5bA ~Gð Þ2 þ 3bS ~Að Þ2 þ 3bA ~Að Þ2 ð5:78Þ

Finally, the combinations of Raman invariants are:

R1 ¼ 45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2 ð5:79Þ

R2 ¼ 45a2 � 5bS ~að Þ2 þ 5bA ~að Þ2 ð5:80Þ

R3 ¼ 45a2 þbS ~að Þ2 � 5bA ~að Þ2 ð5:81Þ

5.3.5 Backscattering CP-ROA Observables

From an experimental point of view, the most important ROA experiments are unpolarized

backscattering ICP, SCP, and DCPI. The expressions for ROA and Raman intensities for these

experiments are:

ICPU 180�ð Þ: IRU 180�ð Þ� ILU 180�ð Þ ¼ 8K

c

�
45aGþ 7bS

~G
� �2 þ 5bA

~G
� �2 þbS

~A
� �2

�bA
~A
� �2 þ 45aG � 5bS ~Gð Þ2 þ 5bA ~Gð Þ2

þ 3bS ~Að Þ2 �bA ~Að Þ2
	

ð5:82Þ

IRU 180�ð Þþ ILU 180�ð Þ ¼ 4K 45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2
h i

ð5:83Þ

SCPU 180�ð Þ: IUL 180�ð Þ� IUR 180�ð Þ ¼ 8K

c

�
�45aGþ 5bS

~G
� �2 � 5bA

~G
� �2

þ 3bS
~A
� �2 þbA

~A
� �2 � 45aG � 7bS

~Gð Þ2

� 5bA ~Gð Þ2 þbS ~Að Þ2 þbA ~Að Þ2
	

ð5:84Þ

IUR 180�ð Þþ IUL 180�ð Þ ¼ 4K 45a2 þ 7bS ~að Þ2 þ 5bA ~að Þ2
h i

ð5:85Þ

DCPI 180
�ð Þ: IRR 180�ð Þ� ILL 180�ð Þ ¼ 8K

c
6bS

~G
� �2 þ 2bS

~A
� �2 � 6bS

~Gð Þ2 þ 2bS
~Að Þ2

h i
ð5:86Þ

IRR 180�ð Þþ ILL 180�ð Þ ¼ 4K 6bS ~að Þ2
h i

ð5:87Þ
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Both ICP 180�ð Þ and SCP 180�ð Þ Raman and ROA experiments use all three Raman invariants and

all ten CP-ROA invariants. Although ICP and SCP Raman intensities are identical, the corresponding

ROA are different from one another. By contrast, additional circular polarization discrimination gives

DCPI 180
�ð ÞRaman and ROA a remarkable level of simplicity, only four CP-ROA invariants and only

one Raman invariant. Only the symmetric anisotropic invariants contribute to all DCPI 180
�ð Þ

intensities. DCPII 180
�ð Þ intensities can be obtained by subtracting intensities for DCPI 180

�ð Þ from
those for ICPU, namely:

DCPII 180
�ð Þ: IRL 180�ð Þ� ILR 180�ð Þ ¼ 8K

c

�
45aGþbS

~G
� �2 þ 5bA

~G
� �2

�bS
~A
� �2 �bA

~A
� �2 þ 45aG þbS ~Gð Þ2

þ 5bA ~Gð Þ2 þbS ~Að Þ2 �bA ~Að Þ2
	

ð5:88Þ

IRL 180�ð Þþ ILR 180�ð Þ ¼ 4K 45a2 þbS ~að Þ2 þ 5bA ~að Þ2
h i

ð5:89Þ

DCPII 180
�ð Þ ROA intensities can also be obtained by subtracting SCPU 180�ð Þ intensities from

DCPI 180
�ð Þintensities. Similarly, DCPI 180

�ð Þ can be obtained from one-half the sum of ICPU 180�ð Þ
plus SCPU 180�ð Þ, while DCPII 180

�ð Þ is one-half the correspond difference ICPU 180�ð Þ minus

SCPU 180�ð Þ.
A list of common CP-ROA and Raman intensities is provided in Table 5.1, which gives the

numerical factors for each of the possible ten CP-ROA invariants and three Raman invariants for each

form of ROA and the major experimental geometries. The four examples of backscattering ROA

given above are listed in this table along with many others that are not listed. The entire table can be

generated from the four sets of CP-ROA and Raman intensities given in Section 5.3.4 as a function of

scattering angle and linear polarization states. Also listed are the combinations of invariants from

Equations (5.73)–(5.81) used for each invariant entry and also the ROA FFR invariants.

5.3.6 LP-ROA Invariants

Instead of measuring Raman intensity differences between orthogonal states of CP radiation, one can

also measure intensity differences between orthogonal LP polarization states (Hecht and Nafie, 1990;

Nafie andChe, 1994). In this case, the fiveRomanLP-ROA invariants are given by real parts, instead of

the imaginary parts, of the tensor combinations in Equations (5.55)–(5.59), namely:

ðaGÞ0 ¼ 1

9
Re ~aaað ÞS ~Gbb

� �S*h i
ð5:90Þ

b0
S

~G
� �2 ¼ 1

2
Re 3 ~aab

� �S ~Gab

� �S* � ~aaað ÞS ~Gbb

� �S*h i
ð5:91Þ

b0
A

~G
� �2 ¼ 1

2
Re 3 ~aab

� �A ~Gab

� �A*h i
ð5:92Þ

b0
S

~A
� �2 ¼ 1

2
v0Re i ~aab

� �S
«agd ~Ag;db

� �� �S*n o
ð5:93Þ

b0
A

~A
� �2 ¼ 1

2
v0Re i ~aab

� �A
«agd ~Ag;db

� �� �A* þ «abg ~Ad;gd

� �� �A*n o� �
ð5:94Þ
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where the LP-ROA invariants are distinguished from the CP-ROA invariants by a prime symbol.

The five script LP-ROA invariants follow in the same way from Equations (5.90)–(5.94) with vR

replacing v0 in the last two equations.

5.3.7 LP-ROA Observables and Invariant Combinations

The theory of LP-ROA ismuch simpler than that for CP-ROA. There is only one invariant combination

for the Roman invariants and one for the script invariants. These are:

I4 ¼ 45ðaGÞ0 þb0
S

~G
� �2 � 5b0

A
~G
� �2 �b0

S
~A
� �2 þb0

A
~A
� �2 ð5:95Þ

I 4 ¼ 45 aGð Þ0 þb0
S

~Gð Þ2 � 5b0
A

~Gð Þ2 þb0
S

~Að Þ2 þb0
A

~Að Þ2 ð5:96Þ

From these two combinations, all forms of LP-ROA can be written as:

ILP: I þf ðjÞ� I �f ðjÞ ¼ 4K

c
I4 � I 4cosj� I4 1þ cos2j

� �� 2I 4cosj
� �

sin2f

� �
ð5:97Þ

I þf ðjÞþ I �f ðjÞ ¼ 2K R1 �R3sin
2jsin2f

� � ð5:98Þ

SLP: Iuþ ðjÞ� Iu� ðjÞ ¼ 4K

c
I 4 � I4cosj� I 4 1þ cos2j

� �� 2I4cosj
� �

sin2u

� �
ð5:99Þ

Iuþ ðjÞþ Iuþ ðjÞ ¼ 2K R1 �R3sin
2jsin2u

� � ð5:100Þ

DLPI: I þþ ðjÞ� I �� ðjÞ ¼ 2K

c
I4 þ I 4½ �sin2j ð5:101Þ

I þþ ðjÞþ I �� ðjÞ ¼ K 2R1 þR3 2cosj� sin2j
� �h i

ð5:102Þ

DLPII: I þ� ðjÞ� I �þ ðjÞ ¼ 2K

c
I4 � I 4½ �sin2j ð5:103Þ

I þ� ðjÞþ I �þ ðjÞ ¼ K 2R1 �R3 2 cos jþ sin2j
� �h i

ð5:104Þ

Using these equations, LP-ROA and Raman intensities for any desired experimental setup can be

specified. ILP and SLP-ROA intensities differ by the exchange of Roman and script LP-ROA

invariants, and DLPI and DLPII differ only in the relative sign of these two invariants. We note

that ILP and SLP Raman intensities are the same as ICP and SCP Raman intensities and both forms of

DLP-ROAhavemaximum values for right-angle scattering and vanish in back and forward scattering.

LP-ROA is predicted to be zero in the FFR approximation and only observable sufficiently close to

resonance that the damping term iGey becomes important.

5.4 Vibronic Theories of ROA

The transition from the GU theory of ROA to the FFR theory passes through the near resonance

(NR) theory and various related levels of approximations. All departures from the GU theory
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require a vibronic theory of ROA that starts with the adiabatic approximation to separate the

molecular wavefunction into a product of electronic and vibrational parts. We first consider the GU

theory of ROA expressed in terms of vibronic wavefunctions for a Raman Stokes transition

between the zeroth and first vibrational levels, g0 and g1, of normal mode a of the ground

electronic state.

5.4.1 General Unrestricted Vibronic ROA Theory

General vibronic expressions for the polarizability and optical activity tensors at the GU level of

theory can be written by using the following notation for the states ~nj i, ~mj i, and ~j


 � that appear in

Equation (5.37) for the GU polarizability and Equations (5.38)–(5.41) for the optical tensors,

~nj i ¼ ~Ynðr;R; _RÞ


 � ¼ ~YCA

g0 ðr;R; _RÞ



 E

¼ ~c
CA

g ðr;R; _RÞfg0ðRÞ



 E

¼ ~gj i fg0



 � ð5:105Þ

~mj i ¼ ~Ymðr;R; _RÞ


 � ¼ ~YCA

g1 ðr;R; _RÞ



 E

¼ ~c
CA

g ðr;R; _RÞfg1ðRÞ



 E

¼ ~gj i fg1



 � ð5:106Þ

~j


 � ¼ ~Yjðr;R; _RÞ



 � ¼ ~YCA

ey ðr;R; _RÞ



 E

¼ ~c
CA

e ðr;R; _RÞfeyðRÞ



 E

¼ ~ej i feyj i ð5:107Þ

This set of notation takes into account the possibility of complex CAwavefunctions and nuclear

dependence of these wavefunctions on nuclear positions and nuclear momenta. Using this notation in

Equation (5.37) yields the polarizability tensor given by:

~aab

� �a
g1;g0

¼ 1

�h

X
e�

�a
g1

D 


 ~gh jm̂a ~ej i �e�j i �e�h j ~eh jm̂b ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jm̂b ~ej i �e�j i �e�h j ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:108Þ

Herewe have againwritten the non-resonant frequency denominator asvey;g0 þvR þ iGey instead of its

exact equivalent vey;g1 þv0 þ iGey in Equation (5.37) to emphasize the different resonant roles of

the frequencies of the incident and scattered radiation, v0 and vR, respectively, in subsequent

approximations of this equation. Aside from invoking the CA approximation, this expression for

the Raman polarizability tensor has the full generality and flexibility to describe any form of

spontaneous Raman scattering at the dipole level of approximation. The corresponding expressions

for the vibronic Raman optical activity tensors are:

~Gab

� �a
g1;g0

¼ 1

�h

X
e�

�a
g1

D 


 ~gh jm̂a ~ej i �e�j i �e�h j ~eh jm̂b ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jm̂b ~ej i �e�j i �e�h j ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:109Þ

~Gab
� �a

g1;g0
¼ 1

�h

X
e�

�a
g1

D 


 ~gh jm̂a ~ej i �e�j i �e�h j ~eh jm̂b ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jm̂b ~ej i �e�j i �e�h j ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:110Þ
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~Aa;bg

� �a
g1;g0

¼ 1

�h

X
e�

�a
g1

D 


 ~gh jm̂a ~ej i �e�j i �e�h j ~eh jQ̂bg ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jQ̂bg ~ej i �e�j i �e�h j ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:111Þ

~A a;bg

� �a
g1;g0

¼ 1

�h

X
e�

�a
g1

D 


 ~gh jQ̂bg ~ej i �e�j i �e�h j ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jm̂a ~ej i �e�j i �e�h j ~eh jQ̂bg ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:112Þ

5.4.2 Vibronic Levels of Approximation

There are several levels of approximation between the vibronic GU theory in Equa-

tions (5.108)–through (5.112) and the FFR theory introduced earlier in Equations (5.17)–(5.19)

and (5.23). These levels involve the treatment or inclusion of the following: (i) vibronic detail in the

frequency denominators, (ii) the summation over vibrational sublevels of the excited states, (iii) the

imaginary vibronic bandwidth terms in the frequency denominators, (iv) the nuclear position

dependence of the electronic wavefunction, and (v) the nuclear velocity dependence of the electronic

wavefunction through the use of the CA approximation, first introduced in Chapter 2. These levels of

approximation apply primarily to the case of non-resonance with any particular electronic state and

culminate in the FFR theory. The case of strong resonancewith a single electronic state (SES),with and

without vibronic coupling to a nearby electronic state, introduced in Chapter 2, is obtained from the

GU theory along different lines and will be treated separately below.

In this section on vibronic levels of approximation, the focus will be on approximations to the full

GU vibronic theory. Specifically, the Raman polarizability tensor will be used to define the various

levels of approximation between the GU theory in Equation (5.108) and corresponding polarizability

tensor in the FFR theory in Equation (5.23). Along this path, a new intermediate level of vibronic

theory, called the near-resonance (NR) theory, is introduced. Briefly, the NR theory retains the

generality of the GU theory while possessing the simplicity of excited state detail of the FFR theory.

The four ROA tensors, given at the GU level in Equations (5.109)–(5.112), can be written by direct

analogy to the corresponding Raman polarizability tensor for each level of the theory.

5.4.3 Near Resonance Vibronic Raman Theory

Returning to Equation (5.108) we consider the situation where the incident laser radiation is close

enough to the lowest electronic state of the molecule to distinguish the resonance responses of

the molecule to the frequencies of the incident versus the scattered radiation. Thus the separate

frequencies of the incident and scattered radiation, v0 and vR, present in Equation (5.108) are

retained. We seek the simplest way to carry out a summation over the vibrational sublevels of

the excited electronic stateswithout losing a description of the difference in frequencies between the

incident and scattered radiation. For each excited electronic state of the molecule there is a set of

vibrational normalmodes based on the potential energy surface of that excited state. Thesemodes in

general are linear combinations of the normal vibrational modes of the ground electronic state.

Nevertheless, they bear some resemblance in terms of what nuclear motions are at higher

frequencies versus lower frequencies. Each set of vibrational wavefunctions for the various

electronic states of the molecules is a complete set of wavefunctions spanning the same Hilbert

space of nuclear displacement coordinates. Without losing all the vibronic detail of the molecule,
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one could substitute each set of excited state vibrational wavefunctions with the set of ground

state vibrational wavefunctions (Nafie, 2008). This leads to the following simplification of

Equation (5.108),

~aab

� �a
g1; g0

¼ 1

�h

X
e�

�a
g1

D 


 ~gh jm̂a ~ej i �a
g�




 E
�a
g�

D 


 ~eh jm̂b ~gj i �a
g0




 E
ve�;g0 � v0 � iGe�

2
4 þ

�a
g1

D 


 ~gh jm̂b ~ej i �a
g�




 E
�a
g�

D 


 ~eh jm̂a ~gj i �a
g0




 E
ve�;g0 þ vR þ iGe�

3
5

ð5:113Þ

We next seek expressions for the nuclear coordinate dependence of the electronic matrix

elements in order to determine the allowed intermediate vibronic states. The ground-state

CA electronic wavefunctions are written in normal coordinates, as given previously in Cartesian

coordinates in Equation (2.86), by:

~gj i ¼ cCA
g Qa;Pað Þ ¼ cg;0 þ

@~cg

@Qa

0
@

1
A

0;0

Qa þ
@~cg

@Pa

0
@

1
A

0;0

Pa þ . . .

¼ cg;0 þ
X
s

Ca
sg;0cs;0ðQa þ iPa=v

0
sgÞþ . . . ð5:114Þ

h~gj ¼ cCA�
g Qa;Pað Þ ¼ cg;0 þ

@~c
�
g

@Qa

0
@

1
A

0;0

Qa þ
@~c

�
g

@Pa

0
@

1
A

0;0

Pa þ . . .

¼ cg;0 þ
X
s

Ca
sg;0cs;0ðQa � iPa=v

0
sgÞþ . . . ð5:115Þ

where the excited state vibronic coupling integral is given by:

Ca
sg;0 ¼ cs;0j @cg=@Qa

� �
0

D E
ð5:116Þ

Analogous expressions can bewritten for ~ej i and ~ejh . Using these expressions, the first order nuclear

coordinate dependence of the electronic matrix elements in Equation (5.113) can be written using

notation established above and in Equation (2.107) as:

@

@Qa

~eh jm̂a ~gj i
� �

0

¼ ce;0 m̂aj j @cg

@Qa

� �
0

 �
þ @ce

@Qa

� �
0

m̂aj jcg;0

 �

¼ ~eh jm̂a ~gj iQa¼
X
s

eh jm̂a sj i0Ca
sg;0 þ sh jm̂a gj i0Ca

se;0

h i
ð5:117Þ

@

@Pa

~eh jm̂a ~gj i
� �

0

¼ ce;0 m̂aj j @~cg

@Pa

 !
0

* +
þ @~ce

@Pa

� �
0

m̂aj jcg;0

 �

¼ ~eh jm̂a ~gj iPa¼
X
s

i eh jm̂a sj i0Ca
sg;0=v

0
sg � sh jm̂a gj i0Ca

se;0=v
0
se

h i
ð5:118Þ
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Substituting these expressions for the CA electronic wavefunctions into Equation (5.113) and

separating out the vibrational integrals yields

~aab

� �a
g1;g0

¼ 1

�h

X
e;s

gh jm̂a ej i0 eh jm̂b sj i0Ca
sg;0

ve1;g0 � v0 � iGe

�

þ gh jm̂b ej i0 eh jm̂a sj i0Ca
sg;0

ve1;g0 þ vR þ iGe

	
�a
g1

D 


�a
g1

E
�a
g1

D 


Qa þ iPa

v0
sg

�a
g0




 E

þ gh jm̂a ej i0Ca
se;0 sh jm̂b gj i0

ve1;g0 � v0 � iGe

�
þ gh jm̂b ej i0Ca

se;0 sh jm̂a gj i0
ve1;g0 þ vR þ iGe

	
�a
g1

D 


�a
g1

E
�a
g1

D 


Qa � iPa

v0
se

�a
g0




 E

þ gh jm̂a sj i0Ca
se;0 eh jm̂b gj i0

ve0;g0 � v0 � iGe

�
þ gh jm̂b sj i0Ca

se;0 eh jm̂a gj i0
ve0;g0 þ vR þ iGe

	
�a
g1

D 


Qa þ iPa

v0
se

�a
g0




 E
�a
g0

D 


�a
g0

E

þ Ca
sg;0 sh jm̂a ej i0 eh jm̂b gj i0
ve0;g0 � v0 � iGe

�
þ Ca

sg;0 sh jm̂b ej i0 eh jm̂a gj i0
ve0;g0 þ vR þ iGe

	
�a
g1

D 


Qa � iPa

v0
sg

�a
g0




 E
�a
g0

D 


�a
g0

E
ð5:119Þ

Each of the four major groupings of terms represents the substitution of a particular electronic

state in the resonance and non-resonance terms in Equation (5.108). The first two such groupings of

terms represent substitutions into the first matrix elements from the right and is associated with a

vibrational transition from the level 0 to 1 for that matrix element followed by no change in

vibrational state, 1 to 1, for the second matrix element. The third and fourth groupings of terms in

Equation (5.119) correspond to substitution into the secondmatrix elements in Equation (5.108) and

correspond to no change from 0 to 0 in the first vibrationalmatrix element followed by a change from

0 to 1 in the secondmatrix element. The energy denominators involving the excited vibronic state e1

in the first two groupings of terms can be converted into the vibronic state e0 by using

ve1;g0 �v0 ¼ ve0;g0 �vR ¼ v0
eg �vR and ve1;g0 þvR ¼ ve0;g0 þv0 ¼ v0

eg þv0. Making these

substitutions and setting the matrix elements
�
fa
g1jfa

g1

�
and

�
fa
g0jfa

g0

�
to unity for normalized

vibrational wavefunctions yields

~aab
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X
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eg þ v0 þ iGe

#
�a
g1

D 


Qa þ iPa

v0
sg

�a
g0




 E

þ gh jm̂a ej i0Ca
se;0 sh jm̂b gj i0

v0
eg � vR � iGe

"
þ gh jm̂b ej i0Ca

se;0 sh jm̂a gj i0
v0
eg þ v0 þ iGe

#
�a
g1

D 


Qa � iPa

v0
se

�a
g0




 E

þ gh jm̂a sj i0Ca
se;0 eh jm̂b gj i0

v0
eg � v0 � iGe

"
þ gh jm̂b sj i0Ca

se;0 eh jm̂a gj i0
v0
eg þ vR þ iGe

#
�a
g1

D 


Qa þ iPa

v0
se

�a
g0




 E

þ Ca
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þ Ca

sg;0 sh jm̂b ej i0 eh jm̂a gj i0
v0
eg þ vR þ iGe

#
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v0
sg

�a
g0




 E)

ð5:120Þ
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This equation can be further simplified by using a compressed notation for the electronic and

vibrationalmatrix elements, the relationship betweenmatrix elements of the normalmodemomentum

and position operators, namely,ðPaÞa10 ¼ ivaðQaÞa10, and a simple algebraic relationship between

incident and the Stokes scattered radiation frequencies in terms of a correction term as

vR ¼ v0 �va ¼ v0ð1�va=v0Þ. This gives

~aab

� �a
g1;g0

¼ 1

�h

X
e;s
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sg;0

v0
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�8<
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v0
sg

�9=
;
ð5:121Þ

Equation (5.121) completes the development of the Raman polarizability tensor for the NR

theory in its most general form (Nafie, 2008). In this form, the NR theory includes imaginary

damping (linewidth or inverse lifetime) terms, iGe, nuclear momentum correction terms associated

with the CA electronic wavefunction, 1� va=v
0
s;g=e, and also the conversion factor between the

frequencies of the incident and scattered radiation, 1�va=v0, which is the hallmark of the NR

theory. This form of the NR Raman polarizability tensor makes clear the nature of the various first-

order corrections included in the full NR theory. In particular, both the NR approximation and the

CA nuclear velocity correction terms involve ratios of the vibrational frequency to either the

incident radiation frequency (NR) or an electronic transition frequency (CA). As will be shown, this

form of the polarizability tensor facilitates the reduction from this expression to various levels of

approximation of the NR theory and further to the FFR theory. The corresponding four ROA tensors

given in vibronic form in Equation (5.109)–(5.112) can be easily written for Equation (5.121) by

making the appropriate substitution of the electron operators.

5.4.4 Levels of the Near Resonance Raman Theory

Equation (5.121) may be reduced to simpler levels of approximation in several steps. The most

obvious simplification involves removing the imaginary electronic damping terms, iGe, as they

merely provide breadth to the electronic resonances and are needed only when strong resonance

with an individual excited electronic state occurs. Further, the damping term is needed only in

the resonance term to avoid the occurrence of a zero resonance denominator. Its appearance in

the non-resonance term, the linewidth term is largely superfluous. The damping terms have no

effect on the number of Raman or ROA invariants and contain no frequency dependence that

might modify the nature or the degree of resonance of either the incident or scattered radiation.

They are needed only in the passage from near resonance to strong resonance involving one or

a small number of excited electronic states. Therefore, in the NR theory where all electronic
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states are included in the summation over excited electronic states, the damping terms can easily

be deleted.

There are eight terms in Equation (5.121) inside the square brackets. If we omit the damping terms

and group pairs of termswith the same energy denominator as terms 3 and 1, 4 and 2, 7 and 5, and 8 and

6, first for the Qa terms and then for the vaQa=vsg=seterms, we obtain:

~aab
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sg;0 þðm̂aÞ0gsCa
se;0

h i
ðm̂bÞ0eg

v0
eg �v0

þ
ðm̂bÞ0seCa

sg;0 þðm̂bÞ0gsCa
se;0

h i
ðm̂aÞ0eg

v0
eg þvR

3
5ðQaÞ10

þ
ðm̂aÞ0ge ðm̂bÞ0sgCa

se;0=v
0
se �ðm̂bÞ0esCa

sg;0=v
0
sg

h i
v0
eg �vR

2
4

þ
ðm̂bÞ0ge ðm̂aÞ0sgCa

se;0=v
0
se �ðm̂aÞ0esCa

sg;0=v
0
sg

h i
v0
eg þv0

þ
ðm̂aÞ0seCa

sg;0=v
0
sg �ðm̂aÞ0gsCa

se;0=v
0
se

h i
ðm̂bÞ0eg

v0
eg �v0

þ
ðm̂bÞ0seCa

sg;0=v
0
sg �ðm̂bÞ0gsCa

se;0=v
0
se

h i
ðm̂aÞ0eg

v0
eg þvR

3
5vaðQaÞ10

9=
; ð5:122Þ

where the Raman Stokes frequency vR is used explicitly rather than v0ð1�va=v0Þ for simplicity.

Inspection of this equation reveals close similarity among the four resonance terms and the same

similarity among the four non-resonance terms. In particular, if the vibrational perturbation occurs for

the matrix element involving the dipole operator associated with the incident radiation m̂b-terms in

square brackets, the photon frequency in the denominator isvR, whereas if the vibrational perturbation

is with the matrix element of the scattered radiation m̂a-terms in square brackets, then the photon

frequency in the denominator isv0. If the terms inEquation (5.122) are rearranged such that termswith

the scattered radiation frequency in the denominator appear first followed by the terms with the

incident radiation frequency in the denominator for both the ðQaÞ10 and the ðPaÞ10 ¼ ivðQaÞ10 set of
terms, one obtains

~aab

� �a
g1;g0

¼ 1

�h

X
e

ðm̂aÞ0geðm̂bÞQa

eg

v0
eg �vR

þ ðm̂bÞQa

ge ðm̂aÞ0eg
v0
eg þvR

þ ðm̂aÞQa

ge ðm̂bÞ0eg
v0
eg �v0

þ ðm̂bÞ0geðm̂aÞQa

eg

v0
eg þv0

2
4

3
5ðQaÞ10

8<
:

þ ðm̂aÞ0geðm̂bÞPa

eg

v0
eg �vR

þ ðm̂bÞPa

ge ðm̂aÞ0eg
v0
eg þvR

þ ðm̂aÞPa

ge ðm̂bÞ0eg
v0
eg �v0

þ ðm̂bÞ0geðm̂aÞPa

eg

v0
eg þv0

2
4

3
5ðPaÞ10

9=
;

ð5:123Þ
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where we have used the notation for the derivative of the electronic matrix element with respect to

the normal coordinate of mode a from Equations (5.117) and (5.118) as:

ðm̂aÞQa

eg ¼ e m̂aj jgh iQa ¼
X
s

ðm̂aÞ0esCa
sg;0 þðm̂aÞ0sgCa

se;0

h i
¼ ðm̂aÞQa

ge ð5:124aÞ

ðm̂aÞPa

eg ¼ e m̂aj jgh iPa ¼ i
X
s

ðm̂aÞ0esCa
sg;0=v

0
sg �ðm̂aÞ0sgCa

se;0=v
0
se

h i
¼ �ðm̂aÞPa

ge ð5:124bÞ

The key distinguishing feature of the NR approximation is the clear absence of symmetry of the

Raman polarizability tensor with respect to interchange of Cartesian subscripts a and b. This

symmetry is broken because of the appearance of vR instead of v0 in Equation (5.123) as would

be the case in the corresponding FFR expression. Equation (5.123) can be reduced yet further by

considering the following relationship for the Hermitian properties of the electronic matrix element

which, for real wavefunctions and operators is:

ðm̂aÞ0geðm̂bÞQa

eg ¼ ðm̂aÞ0�egðm̂bÞQa�
ge ¼ ðm̂bÞQa

ge ðm̂aÞ0eg ð5:125Þ

Asimilar relationship holds for theHermitian properties of thematrix elements involvedwith terms

associated with the CA correction terms as this electronic contribution is pure imaginary

ðm̂aÞ0geðm̂bÞPa

eg ¼ ðm̂aÞ0�egðm̂bÞPa�
ge ¼ �ðm̂bÞPa

ge ðm̂aÞ0eg ð5:126Þ

Using these relationships, Equation (5.123) can be written as:

~aab

� �a
g1;g0

¼ 2

�h

X
e

v0
eg Re

h
ðm̂aÞ0geðm̂bÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
v0
eg Re

h
ðm̂aÞQa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10

8<
:

þ
vR Im

h
ðm̂aÞ0geðm̂bÞPa

eg

i
ðv0

egÞ2 �v2
R

þ
v0 Im

h
ðm̂aÞPa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5vaðQaÞ10

9=
;

ð5:127Þ

From this equation, we can reach two lower levels of approximation by either (i) relaxing the NR

level part the theory to the FFR approximation while keeping the CA correction terms or (ii) keeping

the NR approximation and eliminating the CA correction terms. Of these two, it is most logical to

eliminate the CA correction terms and retain the NR level of approximation as the CA approximation

corrections are in general smaller than those associated with the NR approximation. In particular, the

NR correction term,va=v0, is generally larger than the CA correction termva=v
0
s;g=e unless there is an

excited state e with a lower transition frequency than the photon frequency, in which case a strong

resonance theory may be more appropriate, or if a pair of excited states e and s are closer in frequency

to each other than the energy of the photon frequency.

Nevertheless, for completeness we consider both limits, first by elimination of the NR terms only

and then by elimination of theCA terms only. For the first case, we reduce the polarizability expression

in Equation (5.127) to the FFR approximation but keep the CA correction terms. Eliminating the NR
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correction, the CA-FFR expression for the polarizability is:

~aab

� �a
g1;g0

¼ 2

�h

X
e

v0
eg Re

h
ðm̂aÞ0geðm̂bÞQa

eg þðm̂aÞQa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10

8<
:

þ
v0 Im

h
ðm̂aÞ0geðm̂bÞPa

eg þðm̂aÞPa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5vaðQaÞ10

9=
; ð5:128Þ

If the nuclear momentum CA correction terms, proportional to vaðQaÞ10, are dropped from this

equation, it reduces to the expression for the polarizability in the FFR approximation in

Equation (5.23). From the definitions of real and imaginary parts and the relationships in

Equation (5.125) and (5.126) one can see that the usual BO term (FFR theory) is symmetric

upon interchange of subscripts a and b, whereas the CA correction term is correspondingly anti-

symmetric. As a result, the number of Raman invariants remains at three, as in the GU theory.

However, even though there are anti-symmetric components in the ROA tensors at this level of

theory, without discrimination between the frequencies of the incident and scattered radiation,

there is no discrimination between the Roman and script ROA tensors. As a result, there is a

reduction in the number of ROA invariants from the ten present in the GU theory to five in the

CA-FFR theory. The details are available elsewhere (Nafie, 2008) and will not be presented

here because it is unlikely that one would want to use the CA-FFR while ignoring generally more

important terms provided by the NR level of theory.

The simplest level of the NR theory is obtained from Equation (5.127) by elimination of the CA

correction terms while keeping the NR distinction between vR and v0. This gives

aab

� �a
g1;g0

¼ 2

�h

X
e

v0
eg Re

h
ðm̂aÞ0geðm̂bÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
h
ðm̂aÞQa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10 ð5:129Þ

This expression is very nearly the FFR approximation. The only difference is that the photon frequency

is that of the incident radiationv0 when the nuclear coordinate derivative is associated with thematrix

element of scattered radiation, ðm̂aÞQa

ge , and the scattered radiation vR when the nuclear coordinate

derivative is associated with the matrix element of incident radiation, ðm̂bÞQa

ge . Eliminating this

distinction by substituting v0 for vR in this equation again yields the FFR theory for the Raman

polarizability tensor given in Equation (5.23).

Several important points are worth noting. Even though the NR polarizability is pure real, it is

not symmetric upon interchange of subscripts a and b. As a result, there is a non-zero anti-

symmetric Raman invariant and hence the number of Raman invariants remains at three, just as in

the GU theory. Another point is that the NR theory converges to the FFR theory as the vibrational

frequency approaches zero. Hence the NR theory should be more noticeable and more important

for higher frequency vibrations than for lower frequency vibrations. Incidentally, this is also true

for the CA terms and hence even Equation (5.127) reduces to the FFR theory for low frequency

vibrational modes. A third point, as shown below, all ten ROA invariants present in the GU theory

are retained in the NR theory. Hence the NR theory describes a difference between ICP- and SCP-

ROA intensities, non-zero DCPII-ROA intensities, and also other ROA intensity differences that

are lost in the FFR approximation. Finally, we note that the NR Raman and ROA intensities can be

calculated from the average of the two FFR type of calculations, one at the scattered radiation

frequency for the first term in Equation (5.129) and one at the incident radiation frequency for the

second term in this equation.
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5.4.5 Near Resonance Theory of ROA

Starting from the Raman polarizability in the NR approximation in Equation (5.129), the NR theory of

the four ROA tensors can be written as:

G0
ab

� �a
g1;g0

¼ �2

�h

X
e

Im
vR

h
ðm̂aÞ0geðm̂bÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
v0

h
ðm̂aÞQa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10 ð5:130Þ

G 0
ab

� �a
g1;g0

¼ �2

�h

X
e

Im
vR

h
ðm̂aÞ0geðm̂bÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
v0

h
ðm̂aÞQa

ge ðm̂bÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10 ð5:131Þ

Aa;bg

� �a
g1;g0

¼ 2

�h

X
e

v0
egRe

h
ðm̂aÞ0geðQ̂bgÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
h
ðm̂aÞQa

ge ðQ̂bgÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10 ð5:132Þ

A a;bg

� �a
g1;g0

¼ 2

�h

X
e

v0
egRe

h
ðQ̂bgÞ0geðm̂aÞQa

eg

i
ðv0

egÞ2 �v2
R

þ
h
ðQ̂bgÞQa

ge ðm̂aÞ0eg
i

ðv0
egÞ2 �v2

0

2
4

3
5ðQaÞ10 ð5:133Þ

where the unprimed and primed tensors, without the complex tilda over-marks, are defined in terms of

the general complex tensor by:

~T ¼ T � iT 0 ð5:134Þ

Each of these four ROA tensors is distinct and there are no relationships of equivalence between the

Roman and script font tensors for the same transition. As a result, the GU level of tensor diversity is

maintained in the NR theory. In particular, all ten CP-ROA invariants are distinct and non-zero.

Therefore, the entire theoretical formalism of the GU theory of CP-ROA applies to the NR theory of

CP-ROA. As this is true of the simplest level of NR theory, it also applies equally well when CA

correction terms are added and also the imaginary damping terms.

5.4.6 Reduction of the Near Resonance Theory to the Far-From Resonance

Theory of ROA

It is instructive to follow the reduction of the simple NR theory of ROA to the FFR theory presented in

Section 5.2. If vR is set equal to v0 for the Raman polarizability in Equation (5.129), the two terms

present there transform into one another using ðm̂aÞ0eg ¼ ðm̂aÞ0ge when the subscripts a and b are

interchanged and hence

aab

� �a
g1;g0

¼ aba

� �a
g1;g0

ð5:135Þ

From this equation, it follows from the definition of the anti-symmetric part of a tensor in

Equation (5.54) that

aab

� �a
g1;g0

h iA
¼ 1

2
aab

� �a
g1;g0

� aba

� �a
g1;g0

h i
¼ 0 ð5:136Þ
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As a consequence, the anti-symmetric Raman invariant in Equation (5.52) and the four anti-

symmetric ROA invariants in Equations (5.57), (5.59), (5.62) and (5.64) all vanish as each one

contains the anti-symmetric polarizability as a multiplicative factor. In particular,

bA ~að Þ2;bA
~G
� �2

;bA
~A
� �2

;bA ~Gð Þ2;bA ~Að Þ2 ¼ 0 ð5:137Þ

The symmetric combinations of the ROA tensors in the FFR approximation can be deduced from

the simple NR-ROA tensors in Equations (5.130)–(5.133). After setting vR to v0, the following

equations can be written as:

G0
ab

� �a
g1;g0

h iS
¼ 1

2
G0

ab

� �a
g1;g0

þ G0
ba

� �a
g1;g0

h i

¼ � 1

2
G 0

ba

� �a
g1;g0

þ G 0
ab

� �a
g1;g0

h i
¼ � G 0

ab

� �a
g1;g0

h iS ð5:138Þ

«agd Ag;db

� �a
g1;g0

h iS
¼ 1

2
«agd Ag;db

� �a
g1;g0

þ «bgd Ag;da

� �a
g1;g0

h i

¼ 1

2
«agd A g;db

� �a
g1;g0

þ «bgd A g;da

� �a
g1;g0

h i
¼ «agd A g;db

� �a
g1;g0

h iS
ð5:139Þ

Here we have used relationships such as ðm̂bÞ0eg ¼ �ðm̂bÞ0ge in Equation (5.138) and

ðQ̂dbÞ0eg ¼ ðQ̂dbÞ0ge in Equation (5.139) to complete the equality between the symmetric combinations

of Roman and script font tensors. These equations then lead to the following reduction in the number

of symmetric ROA invariants from six in the GU theory to three in the FFR limit,

aG½ �ag1;g0 ¼ � aG½ �ag1;g0 ¼ aG0½ �ag1;g0 ð5:140Þ

bS
~G
� �2h ia

g1;g0
¼ � bS ~Gð Þ2

h ia
g1;g0

¼ b G0ð Þ2
h ia

g1;g0
ð5:141Þ

bS
~A
� �2h ia

g1;g0
¼ bS ~Að Þ2
h ia

g1;g0
¼ b Að Þ2
h ia

g1;g0
ð5:142Þ

The distinction between Roman and script invariants is no longer required, and as only symmetric

invariants are involved, the superscript S can be dropped. Accordingly, the symmetric anisotropic

invariant of the Raman tensor is simplified to:

bS að Þ2
h ia

g1;g0
¼ b að Þ2
h ia

g1;g0
ð5:143Þ

The equations for the two Raman invariants and three ROA invariants in the FFR limit are:

a2
� �a

g1;g0
¼ 1

9
aaað Þag1;g0 abb

� �a
g1;g0

ð5:144Þ
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b að Þ2
h ia

g1;g0
¼ 1

2
3 aab

� �a
g1;g0

aab

� �a
g1;g0

� aaað Þag1;g0 abb

� �a
g1;g0

h i
ð5:145Þ

aG0½ �ag1;g0 ¼
1

9
aaað Þag1;g0 G0

bb

� �a
g1;g0

ð5:146Þ

b G0ð Þ2
h ia

g1;g0
¼ 1

2
3 aab

� �a
g1;g0

G0
ab

� �a
g1;g0

� aaað Þag1;g0 G0
bb

� �a
g1;g0

h i
ð5:147Þ

b Að Þ2
h ia

g1;g0
¼ 1

2
v0 aab

� �a
g1;g0

«agd Ag;db

� �a
g1;g0

ð5:148Þ

Finally, the Raman and ROA tensors in the FFR, first given in simplified form in Equations (5.42)–

(5.44), arewritten here using the notation developed for theNR theory in Equations (5.129)–(5.133) as:

aab

� �a
g1;g0

¼ 2

�h

X
e

v0
eg

ðv0
egÞ2 �v2

0

Re
h
ðm̂aÞgeðm̂bÞeg

iQa

0
ðQaÞ10 ð5:149Þ

G0
ab

� �a
g1;g0

¼ �2

�h

X
e

v0

ðv0
egÞ2 �v2

0

Im
h
ðm̂aÞgeðm̂bÞeg

iQa

0
ðQaÞ10 ð5:150Þ

Aa;bg

� �a
g1;g0

¼ 2

�h

X
e

v0
eg

ðv0
egÞ2 �v2

0

Re
h
ðm̂aÞgeðQ̂bgÞeg

iQa

0
ðQaÞ10 ð5:151Þ

5.5 Resonance ROA Theory

The theory of resonance ROA has been developed previously only for the case of resonance with a

single excited electronic state (SES). This level of theory corresponds to the so-calledAlbrechtA-term

resonance Raman scattering (Champion andAlbrecht, 1982). The predictions of this theory have been

confirmed both experimentally and more recently computationally. The SES theory of ROA predicts

an ROA spectrum of a single sign, positive or negative, with the same relative intensities for all the

bands as the parent resonance Raman spectrum. The SES-ROA intensity depends completely on the

circular dichroism of the single excited electronic state. In particular, the ratio of the electronic CD to

electronic absorbance of the parent resonant electronic state is the same, but opposite in sign, as the

ratio of the SES-ROA to SES-Raman intensities for every point throughout the entire spectrum.At this

primitive level, ROA in its simplest manifestation is exposed as nothing more than a reflection of the

intensity and sign of the CD of the resonant excited electronic state. In this section, the details of the

SES-ROA theory will be presented as well as the extension of this theory to two participating excited

electronic states, either in the so-called Albrect B-term scattering where a second excited state

participates by vibronic coupling orwhen two electronic states are simultaneously in resonance but are

not coupled via vibronic coupling.

5.5.1 Strong Resonance in the Single Electronic State (SES) Limit

As first presented in Chapter 2 starting with Equation (2.151), the strong resonance limit of the Raman

polarizability involves only the contribution of a single electronic state, e. For a vibrational transition
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from g0 to g1 in the ground electronic state, the Raman polarizability in the strong resonance limit

is given by:

~aab

� �a
g1;g0

¼ 1

�h

X
y

hfa
g1jhgjm̂ajeijfeyihfeyjhejm̂bjgijfa

g0i
vey;g0 �v0 � iGey

ð5:152Þ

Here the summation over all excited electronic states is reduced to a single resonant state for which the

frequency denominator vey;g0 �v0 is very small relative to that for all other electronic states. In this

limit, the non-resonant term for the resonant state emakes an even smaller contribution than most of

the resonant terms, already ignored, of electronic states not in strong resonance, and hence it can easily

be dropped. TheRaman tensor is still complex and the imaginary vibronic linewidth termGey is critical

to thevalidity of the theory. As shown in Equations (2.152)–(2.155), the resonant Raman polarizability

tensor in Equation (5.152) can further be expressed in terms of A-term, B-term, and C-term

contributions, where the latter two involve vibronic coupling between the resonant state e and other

nearby electronic states in the molecule, and hence are multiple-state resonant expressions. The

A-term involves only a single electronic state and hence gives rise to the SES vibronic theory of ROA

as described in further detail below. The vibronic theory of Raman and ROA can also be extended to

B-term andC-term contributions.Of these, theB-term terms are themost likely to be significant except

for molecules with low-lying electronic states where C-term contributions may be important. The

extension of the SES theory to B-terms, while still in resonancewith a single electronic state, involves

contributions from one or more additional excited electronic states, and this extension will be

described after the SES theory of ROA is presented.

If the electric-dipole transition moment of the single resonant electronic state is taken to lie in the

z-direction, there is only one non-zero element in the Raman polarizability tensor, namely,

~azzð Þag1;g0¼
1

�h

X
�

�a
g1

D 


 gh jm̂z ej i �e�j i �e�h j eh jm̂z gj i �a
g0




 E
ve�;g0 � v0 � iGe�

ð5:153Þ

Using this single zz-tensor element, the Raman invariants in Equations (5.50)–(5.52) can be

evaluated to give:

a2
� �a

g1;g0
¼ 1

9
~azzð Þag1;g0



 


2 ð5:154Þ

bSð~aÞ2
h ia

g1;g0
¼ ~azzð Þag1;g0



 


2 ð5:155Þ

bAð~aÞ2
h ia

g1;g0
¼ 0 ð5:156Þ

As a result, the three Raman invariants of the GU theory reduce effectively to only one Raman

invariant in the SES theory. Similarly, with only a single z-polarized excited electronic state and only

one non-zero Raman polarizability element, ~azz, only the zz-component of magnetic-dipole ROA

tensor can enter any of the ROA invariant expressions given in Equations (5.55) to (5.59) and

Equations (5.60) to (5.64), and this single tensor element is

~Gzz

� �a
g1;g0

¼ 1

�h

X
�

�a
g1

D 


 gh jm̂z ej i �e�j i �e�h j eh jm̂z gj i �a
g0




 E
ve�;g0 � v0 � iGe�

¼ � ~G zzð Þag1;g0 ð5:157Þ
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The two symmetric magnetic-dipole ROA invariants in Equations (5.55) and (5.56) and

Equations (5.60) and (5.61) are then given by:

aG½ �ag1;g0 ¼ � aG½ �ag1;g0 ¼
1

9
Im ~azzð Þ ~Gzz

� ��h ia
g1;g0

ð5:158Þ

bS
~G
� �2h ia

g1;g0
¼ � bS ~Gð Þ2

h ia
g1;g0

¼ Im ~azzð Þ ~Gzz

� ��h ia
g1;g0

ð5:159Þ

The symmetric electric quadrupole invariant, given in Equation (5.58) and also in Equation (5.63),

is constrained by the forms of the Raman polarizability, ~aab ¼ ~azz, and the electric-quadrupole ROA

tensor, ~Ag;db ¼ ~Az;dz; however, this invariant also contains the factor «agd, which is constrained from
above to be «zzd, and whichmust always vanish by the definition of the alternating tensor explained for

Equation (5.16) and also Equation (4.12). As a result, the symmetric electric quadrupole invariant

vanishes and cannot contribute to SES-ROA intensity,

bS
~A
� �2h ia

g1;g0
¼ bS ~Að Þ2
h ia

g1;g0
¼ 0 ð5:160Þ

Finally, the anti-symmetric ROA invariants depend on anti-symmetry in the Raman polarizability

tensor, which is clearly not present if ~azz is the only non-zero tensor element, and hence all the anti-

symmetric ROA invariants are zero:

bA
~G
� �2h ia

g1;g0
¼ bA ~Gð Þ2
h ia

g1;g0
¼ bA

~A
� �2h ia

g1;g0
¼ bA ~Að Þ2
h ia

g1;g0
¼ 0 ð5:161Þ

As the only two non-zero ROA invariants, Equations (5.158) and (5.159), are proportional to

Im ~azz
~Gzz

�� �
, there is essentially only one unique non-zero invariant for SES-ROA intensity. In

addition, it can be shown the Raman invariant is proportional to the square of the electronic dipole

strength for the resonant electronic state, and the ROA is proportional to the product of the electronic

circular dichroism (CD), or theoretically the rotational strength, and the electronic dipole strength of

this resonant state. To see this, the Raman polarizability in Equation (5.153) is first separated into pure

electronic and vibronic parts as:

~azzð Þag1;g0¼
1

�h
gh jm̂z ej i eh jm̂z gj i

X
�

h�a
g1j�e�ih�e�j�a

g0i
ve�;g0 � v0 � iGe�

ð5:162Þ

Next, the electronic part is just the absolute square of the electronic dipole transition moment of the

resonant state, while the incident frequency vibronic part can be separated into real and imaginary

parts as:

~azzð Þag1;g0 ¼
1

�h
g m̂j jeh ij j2

X
y

fa
g1jfey

D E
fey fa

g0




 E
� Tðvey;g0 �v0Þþ iSðvey;g0 �v0Þ
� �D

ð5:163Þ

where the lineshape factors are:

Tðvey;g0 �v0Þ ¼ ðvey;g0 �v0Þ
ðvey;g0 �v0Þ2 þG2

ey

ð5:164Þ
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Sðvey;g0 �v0Þ ¼ Gey

ðvey;g0 �v0Þ2 þG2
ey

ð5:165Þ

With these expressions we can write

~azzð Þag1;g0



 


2 ¼ 1=�hð Þ2ðDegÞ2Uðv0;vaÞ ð5:166Þ

where the dipole strength for the resonant electronic state is:

Deg ¼ gjm̂ ej ih j2

 ð5:167Þ

and the excitation profile lineshape factor is:

Uðv0;vaÞ ¼



X

v

fa
g1jfey

D E
fey f

a
g0




 E
Tðvey;g0 �v0Þþ iSðvey;g0 �v0Þ
� �D 


2 ð5:168Þ

These lineshape factors can be obtained directly from the shape of the electronic band profile as the

absorption lineshape for the resonance electronic state is given by:

«ðv0Þ ¼ 1=�hð ÞðDegÞ
X
v




 fey fa
g0




 ED 


2Sðv0;vaÞ ð5:169Þ

and Sðv0;vaÞ and Tðv0;vaÞ are Kramers–Kronig transforms of one another. The vibronic sum is a

complete sum over all non-zero overlap integrals and formally includes multimode terms from all

occupied normal modes and their energies even if these modes do not change vibrational levels during

the transitions. The corresponding expressions for the ROA tensor is:

~Gzz

� �a
g1;g0

¼�1

�h
Im
�
hgjm̂ ej i � ejm̂ gj ih

�X
y

fa
g1jfey

D E
fey f

a
g0




 E
� Tðvey;g0 �v0Þþ iSðvey;g0 �v0Þ
� �D

ð5:170Þ

while the ROA invariant is given by:

Im ~azzð Þ ~Gzz

� ��h ia
g1;g0

¼ � 1=�hð Þ2ðDegRegÞUðv0;vaÞ ð5:171Þ

where the rotational strength of the resonant excited electronic state is:

Reg ¼ Im gjm̂ ej i � ejm̂ gj ih Þhð ð5:172Þ

The minus sign in Equation (5.171) comes from the use of the complex conjugate of the ROA

magnetic optical activity tensor as ~Gzz

� ��
. A more fundamental reason for the appearance of the

minus sign is the difference in the sign convention for ROA, which is the intensity difference for

RCP minus LCP radiation, whereas all other forms of optical activity use the LCP minus RCP

sign convention.
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The expressions for DCPI ROA and Raman in the SES limit are then

IRRð180�Þ� ILLð180�Þ ¼
96K

c
Im ~azzð Þ ~Gzz

� ��h ia
g1;g0

ð5:173Þ

IRRð180�Þþ ILLð180�Þ ¼ 24K ~azzð Þag1;g0



 


2 ð5:174Þ

Taking the ratio of these equations and using Equations (5.166) and (5.171) one obtains

IRRð180�Þ � ILLð180�Þ
IRRð180�Þ þ ILLð180�Þ

¼ � 4

c

RegDeg

Deg

� �2 ¼ � 4

c

Im gh jm̂ ej i � eh jm̂ gj ið Þ
gh jm̂ ej ij j2 ¼ �geg ð5:175Þ

DCPI-ROA is the form of ROA that gives the largest ratio, by a factor of at least two, between ROA

intensity and the anisotropy ratio. For example, unpolarized backscattering ICP and SCP intensities

obey the relationships

IRUð180�Þ � ILUð180�Þ
IRUð180�Þ þ ILUð180�Þ

¼ IUR ð180�Þ� IUL ð180�Þ
IUR ð180�Þþ IUL ð180�Þ

¼ �geg

2
ð5:176Þ

From these equations one can see a direct connection between RROA in the SES limit and the

electronic CD of the resonant electronic state, and this reveals the source of ROA intensity at its

deepest, simplest, and most fundamental level. This simplicity, however, is lost when more than one

excited state is responsible for the observation of ROA intensity.

5.5.2 Strong Resonance Involving Two Excited Electronic States

To extend the theory of resonance ROA beyond the SES theory requires the involvement of at

least one additional excited electronic state. If only one additional excited state is involved, two

different mechanisms, or both, can occur. One is single A-term scattering for both excited states

and the other is activation of B-term scattering involving the vibronic coupling of the new state

with the original single electronic state. Of these two possibilities, the second will occur first as it

does not require close resonant proximity of the second excited electronic state. If the second

state is not close enough to have a significant contribution from its own A-term scattering

mechanism, it can contribute via the B-term mechanism to the overall resonance of the resonant

electronic state.

5.5.2.1 TES Theory With a Single B-Term Contributing State (TES-B)

For the B-term case, we consider a single excited state, e, and one nearby excited state, s, which is not

close enough to resonance to have its own A-term scattering. This level of theory is called the two-

excited-state B-state (TES-B) theory. This extension is the simplest first step to understanding how

ROA spectra arise with both positive and negative signed bands. Using the expression for the

contribution of B-term scattering developed from Equations (2.151) to (2.159), the TES-B Raman

polarizability is given by:

~aab

� �a
g1;g0

¼ Aab

� �a
g1;g0

þ Bab

� �a
g1;g0

ð5:177Þ
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ð5:178Þ
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#
ð5:179Þ

where from Equation (2.158) and the definition of Herzberg–Teller coupling

hase;0 ¼ c0
s jð@HE=@QaÞ0 c0

e



 � ¼ haes;0

D
ð5:180Þ

and where the symmetry with respect to state e and s arises from the fact the operator is Hermitian

rather than anti-Hermitian. If, as in the case of SES Raman and ROA, it is assumed that the transition

moment of the resonant electronic state lies along the z-axis of the molecule, the polarizability

expression becomes

~aab
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3
5 ð5:181Þ

Here, their direction of the transition moment for state s, namely g0 m̂aj js0h i, is in general not oriented
along the z-direction and hence there are non-zero x-, y- and z-components for this transition moment.

This removes the constraint on the non-zero components of the polarizability tensor, and hence the

subscripts a and b can represent any Cartesian direction. The symmetry of ~aab with respect to

interchange of subscripts a and b is also lost because the summations over vibronic sublevels y for the
termswitha andb subscripts are not the same and represent different vibronic lineshapes. The normal

modes Qa, important for B-term scattering in general, are different from those important for A-term

scattering because of the presence of the operatorQa in the B-term vibrational matrix elements. If the

molecule has symmetry higher than point groupC1, then the vibrationmodes forA-term scattering are

formally restricted to totally symmetric modes while B-term scattering has predominantly non-totally

symmetric modes.

Because all restrictions present in the SES resonant limit are lost when a single additional state

enters the formalism, the theory of ROA reverts back to the GU theory of Section 5.3 where there

are four distinct ROA tensors and ten ROA invariants, instead of essentially only one ROA tensor and

one ROA invariant for the SES theory. The four distinct ROA tensors that accompany the Raman
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polarizability tensor in Equation (5.181) are
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Note that in the TES-B theory there is no constraint on the direction of either the magnetic dipole or

electric quadrupole transition moments, even for the resonant excited state e, as in e m̂b



 

g� �
and

e Qbg



 

g� �
. The only constraint is for the matrix elements of the electric dipole transition moment

involving the resonant electronic state e, e m̂z



 

g� � ¼ g m̂z



 

e� �
. The TES-B theory is easily extended to

multiple B-state contributions, but with only a single electronic state in strong resonance with the

incident laser photon energy.

5.5.2.2 TES Theory with two A-Term Contributing States (TES-A)

For the case of two resonant electronic states independently contributing significant levels of A-term

resonanceRaman scattering intensity, one has theRaman polarizability equal to the sumof twoA-term

SES expressions. In addition, one must consider the B-term contributions from each of these states as

the two states must be close enough in energy to have their own A-term contributions for a particular

choice of incident laser photon energy.As only two states are in strong resonance, this level of theory is

referred to as the two electronic state (TES-A) theory. In the TES theory, the Raman polarizability

is written as the sum of the two electronic state resonances, for states e1 and e2, and eachwith their own

A- and B-term contributions,
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While the direction of the electronic transition moment for one state can be chosen to be the z-axis,

the transitionmoment of the second resonant state is in general in any arbitrary direction relative to the

z-axis. Because there are only two electronic states, their B-terms are in some sense closely related.

In particular they have opposite signs for the inter-state energy denominator, v0
e2e1

¼ �v0
e1e2

and as

Herzberg–Teller matrix elements are symmetric, hae1e2;0 ¼ hae2e1;0, the corresponding B-terms have a

canceling character to them. Thus if two electronic states both have strong resonance, and the are no

additional nearby non-resonant but coupled electronic states, the resonance Raman scattering may be

dominated by the two A-terms, and their respective B-terms may interfere and not contribute as

strongly. It is straightforward to write the corresponding four ROA tensors corresponding to TES-A

polarizability given here in Equation (5.186) as was carried out explicitly for the TES-B theory in
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Equations (5.182)–(5.185). Further development of these theoretical expressions, and their compu-

tation implementation, can be carried out when experimental RROA spectra become available that

show significant departure from the SES theory of RROA.
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6

Instrumentation for Vibrational
Circular Dichroism

The chapters onVCDandROA instrumentation represent a shift in focus from the theory ofVOA to its

measurement. Since the early days of the discovery of VCD and ROA, instrumentation for their

measurement has developed dramatically in sophistication and efficiency. In the mid-1970s, when

ROA and VCDwere first measured, instrumentation was restricted to grating scanning spectrometers

and spectra were obtained from strip-chart recorders with ink on paper. Spectra had to be redrawn by

graphic artists on translucent paper that could be photographed against a white background and

submitted as glossy black on white pictures for journal publication. Today, VCD and ROA are usually

measured across awide range of vibrational frequencies simultaneously, either as Fourier transform or

multi-channel detector spectra, and recorded as digital files in a computer that controls the

measurement process. Subsequently the raw data files are formatted for presentation and publication.

AlthoughVCD andROAhad origins in similar instrumentation, aside from the laser excitation needed

for Raman scattering, their subsequent evolution followed different pathways and timelines of

progress. The description of VCD instrumentation begins at the simplest level, which corresponds

closely to the instrumentation used for the discovery of VCD.

6.1 Polarization Modulation Circular Dichroism

Circular dichroism and circular birefringence are relatively small optical phenomena compared with

their parent spectroscopic quantities: absorption and the index of refraction. In general, the

measurement of circular dichroism cannot be accomplished by separately measuring the intensity

of a beam using first left (LCP) and then right circularly polarized (RCP) radiation. Instead, the

beam is modulated rapidly between LCP and RCP states using a polarization modulator. In

principle, the modulator can either be a square-wave or a sine-wave device. The sine-wave devices

in the form of photoelastic modulators (PEMs) have become standard for both electronic CD (ECD)

measurements in the ultraviolet (UV)–visible and near-infrared (near-IR) regions using dispersive

instruments and also VCD in the IR and near-IR regions using Fourier transform (FT) instruments,

Vibrational Optical Activity: Principles and Applications, First Edition. Laurence A. Nafie.
� 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.



with some overlap between ECD and VCD in the near-IR and IR regions, sometimes in the same

spectral measurement.

In the sections that follow, the focus will be on the analysis of the optical pathway with less

emphasis on the electronic pathway and how the intensities are actually measured. This is because the

electronic level of consideration is often specific to the instrument being used, and changes in signal

analysis are continuously taking place as the technology of the electronic pathway processing

improves over time. On the other hand, the optical analysis is fundamental to the phenomena being

measured and not as subject to change.

6.1.1 Instrumental Measurement of Circular Dichroism

The measurement of ECD or VCD can be described in general terms without regard to whether

the underlying instrument is a dispersive scanning instrument or an FT-instrument. The block

diagram in Figure 6.1 illustrates the optical layout of a CD instrument, in this case, an infrared

CD instrument.

The linear polarizer (P) is set at an angle of 45� from the stress axes of the photoelastic modulator

(PEM). Usually the polarizer is in the vertical or horizontal orientation and the stress axes of the PEM

are at a 45� anglewith respect to these orientations. The PEMoscillates sinusoidallywith a phase angle

aM oscillating at a frequency vM in the tens of kilohertz (kHz) range. The sample (S) is placed

immediately after the PEMand the beam is then focused onto a detector (D). ForCDmeasurements the

PEM oscillates between primarily right (RCP) and left circularly polarized (LCP) states at the PEM

frequency. The intensity of the IR beam at the detector is separated electronically by frequency range,

high and low, into two pathways. The high-frequency AC-path carries the VCD spectrum and passes

first through a lock-in amplifier (LIA) referenced to the PEM frequency,vM.As the light chopper (LC)

interrupts the light beam at the frequency, vC, the output of the PEM LIA can be passed through a

second LIA tuned to the light chopper frequency. This step eliminates stray high-frequency electronic

signals that may be present near the instrument. The output of the AC-path is the AC-transmission

spectrum, IACð�nÞ. The low-frequency DC-path passes through a separate LIA tuned to the chopper

frequency, the output of which is just the ordinary transmission spectrum of the sample, IDCð�nÞ. These

LIA, ω C

 LIA, ω MLIA, ω C

∆A(ν) (÷)

IR, λ LC P PEM S D

IAC (ν)

IDC (ν)

Figure 6.1 Optical–electronic diagram of dispersive scanning VCD instrumental layout consisting of an
optical path (solid line) startingwith an infrared source (IR) andwavelength selector (l), a light chopper (LC) at
frequency vC, a linear polarizer (P), a photoelastic modulator (PEM) at frequency vM, a sample (S) and a
detector (D). The electrical signal (dashed lines) starts at the detector and splits into an AC-transmission path
through two lock-in amplifiers (LIA) and aDC-transmission path through a single lock-in. The LIA references
are indicated by a dotted line. The ratio of the two transmission spectra yields a signal proportional to the
VCD spectrum as explained in the text
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two intensity expressions as a function of wavenumber frequency �n across the spectral range of

measurement are defined by:

IACð�nÞ ¼ 1

2
IRð�nÞ� ILð�nÞ½ �sin aMð�nÞ½ � ð6:1Þ

IDCð�nÞ ¼ 1

2
IRð�nÞþ ILð�nÞ½ � ð6:2Þ

where the AC-term also depends on how efficiently the PEMmodulates between RCP and LCP states

through the factor sin aMð�nÞ½ �. For example, the most efficient modulation cycle is a square wave

between retardation angles,aM , of þ 90� (pureRCP) and –90� (pure LCP)where the factor sin aMð�nÞ½ �
alternates between values of þ 1 and � 1. In modern CD (ECD and VCD) instruments, the PEM

oscillates in time with a sine-wave cycle such that

aMð�nÞ½ � ¼ ao
Mð�nÞsinvMt ð6:3Þ

where, ao
Mð�nÞ is the maximum value of the sine-wave retardation angle at the wavenumber frequency

�n. The full sine-wave dependence of the AC intensity term in Equation (6.1) is given by:

sin aMð�nÞ½ � ¼ sin ao
Mð�nÞsinvMt

� � ¼ X
n¼odd

2Jn ao
Mð�nÞ

� �
sin nvMt ð6:4Þ

where the second equality is a sum over odd-order Bessel functions, Jn, at the odd harmonics of the

PEM frequency, nvM , where n in the summation is equal to only odd integers starting at 1. The first

term in the odd harmonic expansion above is the main CD signal at the detector. This signal, at the

fundamental PEM frequency, is measured by a lock-in amplifier tuned to vM as the amplitude

of sinvMt, and as a result, Equation (6.1) can be written as:

IACð�nÞ ¼ 1

2
IRð�nÞ� ILð�nÞ½ �2J1 ao

Mð�nÞ
� � ð6:5Þ

The measured of VCD spectrum is defined by:

DAð�nÞ ¼ ALð�nÞ�ARð�nÞ ð6:6Þ

which is obtained from the ratio of the AC and DC intensities

IACð�nÞ
IDCð�nÞ ¼ 2J1 ao

Mð�nÞ
� � IRð�nÞ� ILð�nÞ½ �

IRð�nÞþ ILð�nÞ½ �

¼ 2J1 ao
Mð�nÞ

� � 10�ARð�nÞ � 10�ALð�nÞ� �
10�ARð�nÞ þ 10�ALð�nÞ� �

¼ 2J1 ao
Mð�nÞ

� � e� 2:303ARð�nÞ � e� 2:303ALð�nÞ� �
e� 2:303ARð�nÞ þ e� 2:303ALð�nÞ½ � ð6:7Þ
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If this expression ismultiplied by a particular ratio of exponentials equal to unity, the two arguments

of the four exponential terms in this last equation can be shifted to be either the positive or negative

value of the same exponential argument, namely 1:1513DAð�nÞ,

IACð�nÞ
IDCð�nÞ ¼ 2J1 ao

Mð�nÞ
� � e� 2:303ARð�nÞ � e� 2:303ALð�nÞ� �

e� 2:303ARð�nÞ þ e� 2:303ALð�nÞ½ �
e2:303 ALð�nÞþARð�nÞ½ �=2

e2:303 ALð�nÞþARð�nÞ½ �=2

0
@

1
A

¼ 2J1 ao
Mð�nÞ

� � e1:1513DAð�nÞ � e� 1:1513DAð�nÞ

e1:1513DAð�nÞÞ þ e� 1:1513DAð�nÞ

2
4

3
5 ð6:8Þ

Furthermore, the exponential part of this last equation corresponds to the definition of the

hyperbolic tangent tanhx ¼ ðex � e� xÞ=ðex þ e� xÞ and thus

IACð�nÞ
IDCð�nÞ ¼ 2J1 ao

Mð�nÞ
� �

tanh 1:1513DAð�nÞ½ � ð6:9Þ

This equation can be reduced further by using the trigonometric identity that the hyperbolic tangent

equals its argument for sufficiently small values of the argument, tanhx ffi x for small x. The correction

to this approximation is less than cubic in x and is satisfied to less than 1%error for x as large as 0.1. It is

rare that CD intensity is larger than one-tenth of an absorbance unit, especially for VCD, and thus one

can write without concern,

IACð�nÞ
IDCð�nÞ ¼ 2J1 ao

Mð�nÞ
� �

1:1513DAð�nÞ½ � ð6:10Þ

Thus the following equation for the measurement of CD intensity is written as:

DAð�nÞ ¼ 1

2J1 a
o
Mð�nÞ½ �1:1513

IACð�nÞ
IDCð�nÞ

� �
ð6:11Þ

Using definitions provided earlier in Equation (1.3), the corresponding absorbance measurement is

given by:

Að�nÞ ¼ � log
IDCð�nÞ
I0DCð�nÞ

� �
ð6:12Þ

where I0DCð�nÞ is the background, or reference, transmission spectrum of the instrument in the absence

of the sample. Notice that the expressions for the measurement of both DAð�nÞ and Að�nÞ involve the
ratio of two instrumental transmissionmeasurements. For bothDAð�nÞ andAð�nÞ, the dependence of the
instrument is removed by taking a ratio of transmission intensities. In the case of Að�nÞ, the ratio is for
the same transmission measurement, with and without the sample in place, whereas for DAð�nÞ, two
different transmission measurements are used, both with the sample in place. In the case of DAð�nÞ, an
additional instrumental calibration measurement is required to remove the spectral dependence of the

first-order Bessel function, J1 ao
Mð�nÞ

� �
.
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6.1.2 Calibration of CD Intensities

CD intensities measured with a PEM can be calibrated by using the optical block diagram shown in

Figure 6.2.

Instead of a sample S, one places a birefringent plate, BP, with fast and slow axes parallel to the

stress axes of the PEM, in this case 45� from vertical, and a polarization analyzer, A, oriented with its

polarization axis vertical or horizontal. There are two allowable positions of the BP with its fast axis

oriented either�45� from vertical, and two positions of A, either vertical, 0�, or horizontal, 90�. The
CD intensity expression for these four optical configurations are given by:

IACð�nÞ
IDCð�nÞ

� �
cal

¼ �2J1 ao
Mð�nÞ

� �
sin aBð�nÞ½ �

1� J0 a
o
Mð�nÞ½ �cos aBð�nÞ½ � ð6:13Þ

where aBð�nÞ is retardation angle of the birefringent plate and J0 ao
Mð�nÞ

� �
is the zeroth order

Bessel function.

The retardation angles of both the PEM,ao
Mð�nÞ, and theBP,aBð�nÞ, are simple linear functions of the

wavenumber frequency,

ao
Mð�nÞ ¼ VPEM�n ð6:14Þ
aBð�nÞ ¼ CBP�n ð6:15Þ

For the PEM, the factor VPEM is a function of the control voltage of the PEM, while for the BP the

proportionality constant is fixed for the plate and carries the information about at which spectral

frequencies the plate is a quarter-wave plate or half-wave plate, and so on. In Figure 6.3 the Bessel

BPIR P PEM A Dλ

Figure 6.2 Block diagram of the optical layout for calibration of CD intensity consisting of an infrared
source (IR), a wavelength selector (l), a linear polarizer (P), a photoelastic modulator (PEM), a birefringent
plate (BP), a linear polarizer that acts as a polarization analyzer (A), and a detector (D)
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Figure 6.3 Plots of Bessel functions J1 ao
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� �
(solid line) and J0 ao
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� �

(dashed line)where J1 ao
Mð�nÞ

� �
has a

maximum at ao
Mð�nÞ ¼ �n=765¼ 1.83 rad, or 1400 cm�1, and J0 ao

Mð�nÞ
� �¼0 at ao

Mð�nÞ¼ 2.40 rad, or
�n¼1865 cm�1
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functions J1 ao
Mð�nÞ

� �
and J0 ao

Mð�nÞ
� �

are plotted as a function of �n between 0 and 3000 cm�1. The first

maximum of J1(x) occurs when x equals approximately 1.83 rad (radians). In this plot, the value of

VPEM is set to 1/765 such that ao
Mð�nÞ equals approximately 1.83 at 1400 cm�1. The corresponding plot

for J0ð�n=765Þ is also given where J0(x)¼ 0 at x equal to approximately 2.40 rad, or 1865 cm�1.

Equation (6.13) describes a family of four curves. Two of these curves with positive numerator and

differing signs in the denominator are shown in Figure 6.4. This can be achieved experimentally by

rotating theBPby90�, which changes the sign of the numerator inEquation (6.13), and simultaneously

rotating the analyzing polarizer by 90�, which changes the signs of both the numerator and in the

denominator of this equation, and thereby only the sign in the denominator changes between the

curves. The maximum PEM retardation value, ao
Mð�nÞ ¼ �n=765, is the same as in Figure 6.3, and

the value of CBP is chosen to be p=100 such that aBð�nÞ ¼ p�n=100 and sin aBð�nÞ½ � crosses zero at

retardation points np every 100 cm�1.

Explicitly, the two curves shown in Figure 6.4 are described by:

IACð�nÞ
IDCð�nÞ

� �
cal

¼ 2J1 �n=765ð Þsin p�n=100½ �
1� J0 �n=765ð Þcos p�n=100½ � ð6:16Þ

It can be seen from both Figure 6.4 and this equation that the retardation value of sin aBð�nÞ½ � varies
through complete 2p cycles every 200 cm�1 such that np occurs 12 times across the region

displayed. The calibration intensity takes a particularly simple form when cos aBð�nÞ½ � ¼ 0. At these

spectral locations, aBð�nÞ ¼ ð2nþ 1Þp=2, every 100 cm�1 starting at 50 cm�1, the condition

sin aBð�nÞ½ � ¼ �1 must also hold, and we therefore have that

IACð�nÞ
IDCð�nÞ

� �
cal;cos¼0

¼ �2J1ð�n=765Þcos¼0 ð6:17Þ

where the subscript cos ¼ 0 refers to just the crossing points or a smooth curve drawn through them. In

order to draw a smooth curve through all the crossing points in Figure 6.4, one can take the absolute
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Figure 6.4 Two of the family of four calibration curves defined by Equation (6.13): I1cal ðnÞ (solid line) and
I2cal ðnÞ (dashed line). The value of ao

M has been chosen such that J1 ao
Mð�nÞ

� �
is a maximum (ao

M¼1.83 rad) at
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values of the two calibration curves which eliminates all negative values according to

IACð�nÞ
IDCð�nÞ

� �
cal;cos¼0

�����
����� ¼ 2J1ð�n=765Þcos¼0 ð6:18Þ

If we plot absolute value of the full frequency dependence

IACð�nÞ
IDCð�nÞ

� �
cal

����
���� ¼ 2J1 �n=765ð Þsin p�n=100½ �

1� J0 �n=765ð Þcos p�n=100½ �
����

���� ð6:19Þ

we obtain Figure 6.5 where the crossing points of the two calibration curves are seen to occur every

100 cm�1 starting 850 cm�1. These are the same crossing points as in Figure 6.4 where now the two

curves cross only with positive CD intensity. The crossing points trace out the function 2J1 a0
Mð�nÞ

� �
as

given by Equation (6.18). As an aside, the crossing points in Figure 6.5 become harder to see toward

higher frequencies where the value of J0 a0
Mð�nÞ

� �
itself passes through zero at 1865 cm�1 and the two

curves blend into one another and change places on each side of 1865 cm�1. If a smooth curve is

envisioned to pass through the crossing points in Figure 6.5, the maximum of J1 a0
Mð�nÞ

� �
near

1400 cm�1 can be verified by inspection.

The measured CD spectrum can be calibrated by dividing Equation (6.10) by the positive

calibration curve obtained by smoothly connecting the positive values of the crossing points of

Equation (6.18) according to:

IACð�nÞ
IDCð�nÞ

� ��
IACð�nÞ
IDCð�nÞ
����

����
cal;cos¼0

¼ 1:1513DAð�nÞ ð6:20Þ

From this equation, the calibrated CD intensity for any measured spectrum is given by:

DAð�nÞ ¼ 1

1:1513

IACð�nÞ
IDCð�nÞ

� ��
IACð�nÞ
IDCð�nÞ
����

����
cal;cos¼0

ð6:21Þ
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Figure 6.5 The absolute values of the two calibration curves given by Equation (6.18) where the crossing
points occur every 100 cm�1 starting at 850 cm�1 trace out the function J1 a0

Mð�nÞ
� �

: I1calðnÞj j (solid line), and
I2calðnÞj j (dashed line)
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6.1.3 Photoelastic Modulator Optimization

The general functional dependence of the Bessel functions J1ðxÞ and J0ðxÞ are given in Figure 6.6.

When applied to a description of a PEM, as was done in the previous section, the value of x is taken to

be the maximum PEM retardation angle in radians, a0
Mð�nÞ, at a particular wavenumber frequency, �n.

As mentioned above, the value of a0
Mð�nÞ that corresponds to the first maximum J1 a0

Mð�nÞ
� �

is

approximately 1.83 rad as can be seen from Figure 6.6. This corresponds to a retardation angle of

105�, which in turn corresponds to the best maximum retardation angle for sine-wave modulation of

the PEM. The most efficient modulation cycle is a square wave between perfect RCP and LCP

radiation at retardation angles �90�. By over modulating to maxima at �105� with sine-wave

modulation cycles, the function J1 a0
Mð�nÞ

� �
stays in the vicinity of �90� retardation for the longest

average amount of time. The efficiency of square-wave modulation from Equation (6.1) is

sinðþ 90�Þ ¼ 1 minus sinð� 90�Þ ¼ � 1, which is equal to 2. The corresponding efficiency for

sine-wave modulation is obtained from the corresponding factor 2J1 a0
Mð�nÞ

� �
in Equation (6.5). From

Figure 6.6, this factor is approximately 1.2 at 105� compared with 2 from square modulation. Square-

wave modulation is not available for high-frequency polarization modulation, particularly in the

infrared region, so we must use sine-wave oscillating PEMs.

The maximum value of the function J1 a0
Mð�nÞ

� �
can be adjusted to any point in the IR region above

say 800 cm�1 by varying the functionVPEM.As seen in Figure 6.3, the dependence of J1 a0
Mð�nÞ

� �
on �n is

mild near the maximum value of �n. For example, for a maximum value of approximately 0.6 at

1400 cm�1, J1 a0
Mð�nÞ

� �
remains above 0.5 from 1000 to 2000 cm�1. Some advantage is gained by

maximizing J1 a0
Mð�nÞ

� �
in the middle of the spectral range of interest, but adjustment of the PEM

optimum voltage is not critical for mid-IR spectral measurements if the PEM maximum is set to

1400 cm�1 as shown in Figure 6.3.

Other points of interest in the general plots of J1ðxÞ and J0ðxÞ in Figure 6.6 are the value of J0ðxÞ ¼ 0

at x¼ 2.40 and J1ðxÞ ¼ 0 at x¼ 3.83. The former point is especially important when optimizing the

PEMsettings for dual PEMoperation, to be described later in the chapter, and the zero crossing of J1ðxÞ
is useful for easily locating the maximum of J1ðxÞ. This zero crossing of J1ðxÞ can be seen in the

quarter-wave calibration plots carried out further in the spectrum as shown below. The maximum of

J1ðxÞ occurs at a wavenumber frequency that is a factor of (1.83/3.83) times the location of inversion

86420

0

0.5

1

0

0.5

1

−1

−0.5

−1

J 1
(x

)

11

−1
−1

−0.5

J 0
(x

)

8x0

Figure 6.6 Dependence of Bessel function J1ðxÞ (solid line) and J0ðxÞ (dashed line) as a function of the
general variable x
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point. In Figure 6.7, one of the calibration curves from Figure 6.3 is plotted alongwith J1 a0
Mð�nÞ

� �
. The

inversion point of the calibration curves occurs at 2930 cm�1where J1 a0
Mð�nÞ

� �
passes through zero and

where themaximumof J1 a0
Mð�nÞ

� �
is still located at 1400 cm�1. Beyond the inversion point, for anyCD

intensities measured with this PEM setting, for example hydrogen stretching modes, the signs will

appear opposite until a proper calibration correction is carried out. In actual practice, if VCD spectra

were desired in the hydrogen stretching region, the PEM setting should be changed such that the

maximum of J1 a0
Mð�nÞ

� �
is set near to 3000 cm�1.

6.2 Stokes–Mueller Optical Analysis

In the first section of this chapter, we derived CD intensity expressions for the measurement and

calibrationofCDspectra. In this section, the elements of theStokes–Mueller analysis are presented as a

means of easily determining these same intensity expressions. The power of this analysis is that it

facilitates the description of more complex optical arrangements including the description of bire-

fringence in the optical components, more than one PEM in the beam, or the measurement of other

polarizationmodulation spectra suchas lineardichroism(LD)orcircularbirefringence (CB),where the

latter is also known as optical rotation or optical rotatory dispersion (ORD), described in Chapter 3.

6.2.1 Basic Stokes–Mueller Formalism

The Stokes–Mueller formalism involves the definition of Stokes vectors and Mueller matrices. A

Stokes vector is a four-dimensional vector that completely represents the polarization state of any

radiation beam. It is defined by the follow expression:

S ¼
S0
S1
S2
S3

0
BB@

1
CCA ¼

ITotal
I0 � I90
I45 � I135
IR � IL

0
BB@

1
CCA ð6:22Þ
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Figure6.7 Plot of oneof thecalibrationcurves in Equation (6.13) (solid line) and J1 a0
Mð�nÞ

� �
(dashed line) as a

function of wavenumber frequency showing the inversion point in the calibration curve when J1 a0
Mð�nÞ

� �
passes through zero
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The first element of the Stokes vector is the total intensity of the beam. This intensity is the sum of

both the polarized and unpolarized intensities. The following inequality holds S20 � S21 þ S22 þ S23 for

the squares of the intensities defined in any Stokes vector. The equality holds if there is no unpolarized

intensity present, in which case the second, third, and fourth Stokes vector components describe how

the polarized light is divided among two orthogonal linear polarization differences and the circular

polarization difference. In our analysis, we usually begin with light in a single pure polarization state

with no unpolarized light present.

The coordinate system used to describe a Stokes vector is illustrated in Figure 6.8.

Radiation propagates along the z-axis from source to observer in the direction of the arrow. The

vertical axis is taken to be the positive y-axis at 0�, and a clockwise rotation of this axis through þ 90�,
when viewed by an observer back toward the source of radiation, is the positive x-axis, as illustrated in

Figure 6.8. Right circularly polarized (RCP) radiation corresponds to the rotation of the polarization

state of light in a clockwise sense in time as the radiation passes through an xy-plane between the

viewer and the radiation source.

Some simple examples will illustrate the use of Stokes vectors. Linear polarization states that are

polarized at 0�, 90�, 45�, and 135� (equal to � 45�) are described by:

S0 ¼
1

1

0

0

0
BB@

1
CCA S90 ¼

1

� 1

0

0

0
BB@

1
CCA S45 ¼

1

0

1

0

0
BB@

1
CCA S135 ¼

1

0

� 1

0

0
BB@

1
CCA ð6:23Þ

Similarly RCP and LCP states are described as:

SR ¼
1

0

0

1

0
BB@

1
CCA SL ¼

1

0

0

� 1

0
BB@

1
CCA ð6:24Þ

AMueller matrix,M, is a 4� 4 matrix that transforms the ith Stokes vector, Si, into the jth Stokes

vector, Sj. Thematrix describes the effect of an optical element in the beam on the polarization state of

+90o

0o

y

x

z

Figure 6.8 Right-handed Cartesian coordinate system used to describe the polarization state of radiation
using Stokes vectors. Radiation propagates in the positive z-direction (arrow) from the source to the observer
with polarization states specified in the xy-plane
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the initial Stokes vector, and this effect results in the Stokes vector of the beam after the optical

element. This transformation of matrix multiplication is represented by:

Sj ¼ M �Si ¼
Sj;0
Sj;1
Sj;2
Sj;3

0
BB@

1
CCA ¼

M00 M01 M02 M03

M10 M11 M12 M13

M20 M21 M22 M23

M30 M31 M32 M33

0
BB@

1
CCA

Si;0
Si;1
Si;2
Si;3

0
BB@

1
CCA ð6:25Þ

The different elements of the Mueller matrix can be described by the elements of the two Stokes

vectors that they connect. For example, M00 represents the effect of the optical element on the total

intensity of the new Stokes vector by the total intensity of the original Stokes vector, andM31 describes

the effect of the optical element on the vertical/horizontal linear polarization preference of the initial

polarization state, Si;1, that affects the RCP/LCP polarization-state bias in the resulting Stokes vector,

Sj;3. More specifically M31 describes the action of linear birefringence in the optical element that

causes phases shifts between orthogonal linear polarization states of the incident light that changes the

circular polarization content of the emerging beam.

The Mueller matrices of some basic optical elements are given by the following expressions. A

linear polarizer with its polarization axis set at an angle u with respect to the vertical, shown in

Figure 6.8, is given by:

MP uð Þ ¼ 1

2

1 cos 2u sin 2u 0

cos 2u cos2 2u sin 2u cos 2u 0

sin 2u sin 2u cos 2u sin2 2u 0

0 0 0 0

0
BB@

1
CCA ð6:26Þ

For example, it is straightforward to show that vertically polarized light, S0, incident on a polarizer

with polarization axis set at 45�, MP 45�ð Þ, produces linearly polarized light at 45�, S45, namely

Sf ¼ MPSi ¼ MP 45�ð ÞS0 ¼ 1

2

1 0 1 0

0 0 0 0

1 0 1 0

0 0 0 0

0
BB@

1
CCA

1

1

0

0

0
BB@

1
CCA ¼ 1

2

1

0

1

0

0
BB@

1
CCA ¼ 1

2
S45 ð6:27Þ

The factor of 1/2 arises from the polarizer. Vertically polarized light can be expressed as the sum of two

in-phase orthogonally polarized components at �45�,

S0 ¼ 1

2
S45 þS� 45ð Þ ð6:28Þ

and the polarizer only transmits the þ 45� componentwhile rejecting the � 45� component. As shown

in Equations (6.25) and (6.27), theMueller matrix of the polarizer operates on the initial Stokes vector

from the left to produce the resulting new Stokes vector.

The Mueller matrix of a general linear birefringent (LB) retardation plate is given by:

MLB u;dð Þ¼

1 0

0 cos2 ðd=2Þþcos 4u sin2ðd=2Þ
0 sin 4u sin2ðd=2Þ
0 sin 2u sin d

0 0

sin 4u sin2ðd=2Þ �sin 2u sin d

cos2ðd=2Þ�cos 4u sin2ðd=2Þ cos 2u sin d

�cos 2u sin d cos d

0
BBBB@

1
CCCCA ð6:29Þ
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where u is the angle of the slow axis of the plate from the vertical, and d is the retardation of the slow
axis relative to the fast axis.We can simplify this expression by considering a general birefringent plate

with slow and fast axes at þ45�and �45� from the vertical, respectively. Thus for u¼þ45� ¼p=4
and, after applying the trigonometric identities cos2ðd=2Þ�sin2ðd=2Þ¼ cosd and cos2ðd=2Þþ
sin2ðd=2Þ¼1, we obtain

MLB 45�;dð Þ¼
1 0 0 0

0 cos d 0 �sin d
0 0 1 0

0 sin d 0 cos d

0
BB@

1
CCA ð6:30Þ

A quarter-wave plate (QWP) retards or advances the phase of the electric field of the radiation by

one quarter of a wave (90� ¼ p=2) upon passage by the radiation through the plate corresponding to
d ¼ p=2. The Mueller matrix for a QWP with its slow axis at 45� is therefore given by:

MLB 45�; p=2ð Þ ¼
1 0 0 0

0 0 0 � 1

0 0 1 0

0 1 0 0

0
BB@

1
CCA ð6:31Þ

With these definitions, it is straightforward to demonstrate that aQWPwith its slow axis at 45� from
vertical transforms vertically polarized radiation to RCP radiation as follows,

MLB 45�; p=2ð ÞS0 ¼
1 0 0 0

0 0 0 � 1

0 0 1 0

0 1 0 0

0
BB@

1
CCA

1

1

0

0

0
BB@

1
CCA ¼

1

0

0

1

0
BB@

1
CCA ¼ SR ð6:32Þ

This can bevisualized by noting that vertically polarized (VP) light has equal in-phase projections onto

the fast and slow axes of the QWP as it enters the plate as shown in Figure 6.9. Passage of the beam

though the plate then advances the wave projected onto the fast axis by one quarter of a wavelength

relative to the wave traveling (more slowly) along the slow axis. After passage through the plate, a

recombination of the two waves produces RCP radiation that circulates clockwise through a plane

located between the QWP and the observer as the right-hand helical wave form approaches the

RCP

F

S

VP

z

Figure 6.9 Illustration of the action of a QWP with a slow axis at þ45� from vertical on vertical linearly
polarized radiation. VP radiation is first resolved into two in-phase linearly polarized components along
the fast and slow axes of the QWP. After the plate, the þ45� component is retarded by one quarter of a
wave relative to the �45� component, yielding RCP radiation
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observer along the positive z-axis. The fast axis component of the radiation arrives at the plane first

followed by the slow axis component, and this corresponds to clockwise circulation of the electric field

vector of the radiation.

If we drop the restriction of the orientation of the slow and fast axes, an arbitrarily oriented QWP is

obtained by setting d ¼ p=2 in Equation (6.29) and applying the half-angle trigonometric identities

ð1þ cos 4uÞ=2 ¼ cos2 2u, ð1� cos 4uÞ=2 ¼ sin2 2u and sin 4u ¼ 2 sin 2u cos 2u, giving

MQWP u; p=2ð Þ ¼

1 0 0 0

0 cos2 2u sin 2u cos 2u � sin 2u

0 sin 2u cos 2u sin2 2u cos 2u

0 sin 2u � cos 2u 0

0
BBBB@

1
CCCCA ð6:33Þ

Another useful limit is a half-wave plate (HWP) (d ¼ p) with its slow axis oriented at þ 45�. This
can be obtained from Equations (6.29) or (6.30) and is:

MHWP 45�; pð Þ ¼
1 0 0 0

0 � 1 0 0

0 0 1 0

0 0 0 � 1

0
BB@

1
CCA ð6:34Þ

This plate transforms vertically polarized radiation into horizontally polarized radiation, or vice versa,

by retarding radiation projected along the slow axes by half awavelength relative to thewave projected

along the fast axis. It has no effect on incident linearly polarized light oriented at �45�, but
interconverts LCP and RCP polarization states. If the restriction on the orientation of the HWP is

eliminated, the expression for an HWP at any angle is obtained from Equation (6.29) as:

MHWP u; pð Þ ¼

1 0 0 0

0 cos 4u sin 4u 0

0 sin 4u � cos 4u 0

0 0 0 � 1

0
BBBB@

1
CCCCA ð6:35Þ

The general HWP interconverts LCP and RCP at any orientation angle and rotates the plane of LP

states at a rate twice the angle change of the HWP, but because LP light oriented at 180� is the same as

that at 0�, the LP state is averaged for all angles four times for every rotation of the HWP by 360�.
One additional Mueller matrix associated with linear birefringence is the case of small birefrin-

gence. The matrix is used to describe optical imperfections in lenses and windows. It can be derived

from the general expression for a birefringent plate in Equation (6.29) by the using the expansions

sin d ¼ d� d3=3! . . . and cos d ¼ 1� d2=2þ . . . and keeping only terms to first order in d for small

values of LB. This yields

MLB u; dð Þ ¼
1 0

0 1

0 0

0 d sin 2u

0 0

0 � d sin 2u
1 d cos 2u

� d cos 2u 1

0
BB@

1
CCA ð6:36Þ

The d sin 2u terms represent small linear birefringence with slow and fast axes at þ 45� and � 45�,
respectively, whereas the d cos 2u terms represent small LB with slow and fast axes at 0� and þ 90�,
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respectively. This matrix can be simplified in appearance by writing d ¼ d sin 2u and d0 ¼ d cos 2u
where d and d0 now represent the sum of the two types of LB (�45� and 0�=90�) that might occur as

different types of optical imperfections in various locations with different intensities and orientations

across an optical element. This simple but important Mueller matrix is given by:

MLB d; d0ð Þ ¼
1 0 0 0

0 1 0 � d
0 0 1 d0

0 d � d0 1

0
BB@

1
CCA ð6:37Þ

The general Mueller matrix of sample through first order can be represented by:

MS ¼ 10�A

1 � LD � LD0 CD

� LD 1 CB � LB

� LD0 �CB 1 LB0

CD LB � LB0 1

0
BB@

1
CCA ð6:38Þ

Here A is the decadic absorbance of the sample, LD is the vertical–horizontal linear dichroism,

ðln10=2ÞðA0 �A90Þ, LD0 is linear dichroism at 45� from vertical–horizontal, ðln10=2ÞðA45 �A135Þ,
CD is the circular dichroism, ðln10=2ÞðAL �ARÞ, and ðln10=2Þ ¼ 1:1513. The linear birefringence

entries, LB and LB0, and the circular birefringence, CB, are the corresponding birefringence

differences, n0 � n90, n45 � n135, and nL � nR, respectively, where n is the real part of the index of

refraction of the sample.

Finally, we present the effectiveMuellermatrix of a detector that has a different response, px and py,

to radiation polarized along its local x- and y-axes, respectively, and where the these local axes are

oriented at an angle a with respect to the laboratory x-axis defined in Figure 6.8.

D að Þ ¼ 1 p2x � p2y

� �
cos 2a p2x � p2y

� �
sin 2a 0

h i
ð6:39Þ

Normally, a Mueller matrix is a 4� 4 matrix, but in the case of the detector, only the total intensity of

the final Stokes vector, Sf 0, is measured. The first entry,M00 in Equation (6.39) is 1 for simplicity. It

could also be represented by p2x þ p2y

� �
, but we take the sum of the x and y detector responses to be

normalized and the detector response to be nearly the same, but not exactly the same, in the x and y

directions. In the case of the detector, only a 4� 1 top row of the matrix is needed to covert a final

Stokes vector Sf in the optical train into a scalar intensity measured by detector as:

ID ¼ D að Þ � Sf ¼ 1 p2x � p2y

� �
cos 2a p2x � p2y

� �
sin 2a 0

� � Sf0
Sf1
Sf2
Sf3

0
BB@

1
CCA

¼ Sf0 þ Sf1 p2x � p2y

� �
cos 2aþ Sf 2 p2x � p2y

� �
sin 2a

ð6:40Þ

Using the basic Stokes vectors and Mueller matrices presented in this section, it is possible

to determine any of the polarization states and the final detector intensity along the complete

optical pathway between the source and the detector. In the following sections, three examples

are presented.
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6.2.2 Stokes–Mueller Derivation of Circular Dichroism Measurement

We now use this formalism to re-derive, more directly, the expression of the measurement of CD

intensity in terms of intensities IACð�nÞ and IDCð�nÞ as in Equation (6.10). The intensity at the detector
is given by the following expression for a measurement of CD corresponding to the optical elements

in Figure 6.1

IDð�nÞ ¼ D að Þ �MSð�nÞ �MPEMð�nÞ �MPð0�Þ �S0ð�nÞ ð6:41Þ

The initially unpolarized beam from the IR spectrometer with spectral distribution I0ð�nÞ passes
through a polarizer at an angle of 0� resulting in vertically polarized light with half the original

unpolarized intensity,

S1ð�nÞ ¼ MPð0�Þ �S0ð�nÞ ¼ 1

2

1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0

0
BB@

1
CCAI0ð�nÞ

1

0

0

0

0
BB@

1
CCA ¼ I0ð�nÞ

2

1

1

0

0

0
BB@

1
CCA ð6:42Þ

This beam then passes through the PEM with stress axes as 45�, obtained from Equation (6.30),

resulting in the Stokes vector, S2ð�nÞ,

S2ð�nÞ ¼ MPEM ½45�;aMð�nÞ� �S1ð�nÞ

¼

1 0 0 0

0 cosaMð�nÞ 0 � sinaMð�nÞ
0 0 1 0

0 sinaMð�nÞ 0 cosaMð�nÞ

0
BBBBB@

1
CCCCCA

I0ð�nÞ
2

1

1

0

0

0
BBBBB@

1
CCCCCA

¼ I0ð�nÞ
2

1

cosaMð�nÞ
0

sinaMð�nÞ

0
BBBBB@

1
CCCCCA

ð6:43Þ

Finally, the PEM-modulated beam passes through the sample, from Equation (6.38), resulting in the

last Stoke vector before the detector,

S3ð�nÞ ¼ MSð�nÞ �S2ð�nÞ

¼ 10�Að�nÞ
1 0 0 CDð�nÞ
0 1 CBð�nÞ � LBð�nÞ
0 �CBð�nÞ 1 LB0ð�nÞ

CDð�nÞ LBð�nÞ � LB0ð�nÞ 1

0
BB@

1
CCA I0ð�nÞ

2

1

cosaMð�nÞ
0

sinaMð�nÞ

0
BB@

1
CCA

¼ IDCð�nÞ
2

1þCDð�nÞsinaMð�nÞ
cosaMð�nÞ� LBð�nÞsinaMð�nÞ

�CBð�nÞcosaMð�nÞþ LB0ð�nÞsinaMð�nÞ
CDð�nÞþ LBð�nÞcosaMð�nÞþ sinaMð�nÞ

0
BBBBB@

1
CCCCCA

ð6:44Þ
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For simplicity, we have assumed the sample to be a liquid, solution, or disordered solid, thus

eliminating all linear dichroism (LD) terms from Equation (6.38). The LB terms have been retained

to represent linear birefringence in the transparent sample cell windows. Finally, this last Stokes

vector is converted into a scalar intensity by the Mueller matrix row vector of the detector as

discussed above.

IDð�nÞ ¼ D að Þ �S3ð�nÞ

¼ IDCð�nÞ
2

n
1þCDð�nÞsinaMð�nÞ½ � þ p2X � p2YÞ cos 2a cosaMð�nÞ� LBð�nÞsinaMð�nÞ½ �	

þ p2X � p2Y
	 


sin 2a �CBð�nÞ cosaMð�nÞþ LB0ð�nÞ sinaMð�nÞ½ �
o

ð6:45Þ

If the detector has no linear polarization sensitivity, p2x � p2y ¼ 0, only the first of the three detector

terms is non-zero, and we can write

IDð�nÞ ¼ IDCð�nÞþ IACð�nÞ ¼ IDCð�nÞ
2

1þCDð�nÞ sinaMð�nÞ½ � ð6:46Þ

Using CD equal to ð1=2Þln10½ALð�nÞ�ARð�nÞ� ¼ 1:1513DAð�nÞ and the expression for the lowest order
term in the expansion of sinaMð�nÞ, namely 2J1 ao

Mð�nÞ
� �

sinvMt from Equation (6.4), the ratio of the

expressions for IACð�nÞ and IDCð�nÞis given by:

IACð�nÞ
IDCð�nÞ ¼ 2J1 ao

Mð�nÞ
� �

1:1513DAð�nÞ½ �sinvMt ð6:47Þ

This is the same expression as given in Equation (6.10) after the lock-in amplifier measures the

amplitude of the sine-wave PEM modulation signal, sinvMt.

6.2.3 Stokes–Mueller Derivation of the CD Calibration

If instead of theMuellermatrix of the sample, thematrix for a combination of a linear birefringent plate

at �45�, given in Equation (6.30), followed by a vertical (upper sign) or horizontal (lower sign)

polarizer (analyzer), is used, namely,

Mcalð�nÞ ¼ MAð0�=90�ÞMLBð�45�; dBð�nÞÞ

¼ 1

2

1 �1 0 0

�1 1 0 0

0 0 0 0

0 0 0 0

0
BB@

1
CCA

1 0 0 0

0 cos dBð�nÞ 0 	sin dBð�nÞ
0 0 1 0

0 �sin dBð�nÞ 0 cos dBð�nÞ

0
BB@

1
CCA

¼ 1

2

1 �cos dBð�nÞ 0 �	 sin dBð�nÞ
�1 cos dBð�nÞ 0 	sin dBð�nÞ
0 0 0 0

0 0 0 0

0
BB@

1
CCA ð6:48Þ
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The optical setup for the CD calibration intensity described by Equation (6.13) can be derived from

the following Stokes–Mueller intensity expression at the detector,

IDð�nÞ ¼ D að Þ �Mcalð�nÞ �MPEMð�nÞ �Mpð00Þ �S0ð�nÞ

¼ IDCð�nÞ
4

1� cosaBð�nÞcosaMð�nÞ � 	sinaBð�nÞsinaMð�nÞ½ � ð6:49Þ

For the product of sign choices,�	,� corresponds to the polarizer choice indicated above, while

	 refers to the wave plate angle setting. We have previously evaluated the PEM expression for

sin aMð�nÞ½ � in Equation (6.4), and the corresponding expression for cos aMð�nÞ½ � is given by the

expansion

cos aMð�nÞ½ � ¼ cos ao
Mð�nÞsinvMt

� �

¼ J0 ao
Mð�nÞ

� �þ X
n¼even

2Jn ao
Mð�nÞ

� �
cos nvMt

ð6:50Þ

Keeping terms through twice the PEM frequency, these two PEM functions are given by:

sin aMð�nÞ½ � ¼ 2J1 ao
Mð�nÞ

� �
sinvMt ð6:51Þ

cos aMð�nÞ½ � ¼ J0 ao
Mð�nÞ

� �þ 2J2 ao
Mð�nÞ

� �
cos 2vMt ð6:52Þ

CD intensity arises from sin aMð�nÞ½ � at the frequency vM, whereas cos aMð�nÞ½ � contributes a constant
DC-term and a 2vM term that provides LD intensities. Through first order in the PEM frequency, the

CD calibration intensity given in Equation (6.49) becomes

IDð�nÞ ¼ I0ð�nÞ
4

1� J0ð�nÞcosaBð�nÞ � 	2 J1ð�nÞsinaBð�nÞ½ � ð6:53Þ

Identifying the first two terms as DC terms and the last term as the AC term, the measured CD

calibration intensity is given by:

IACð�nÞ
IDCð�nÞ

� �
cal;vM

¼ �	 2J1 ao
Mð�nÞ

� �
sin aBð�nÞ½ �

1� J0 a
o
Mð�nÞ½ �cos aBð�nÞ½ � ð6:54Þ

This is the same as Equation (6.13) but with the inclusion of an additional sign choice to indicate the

two ways in which the sign of IACð�nÞ can be changed, whereas the expression for IDCð�nÞ is sensitive
only to whether the polarizer and analyzer are parallel (both vertical, upper sign) or perpendicular

(lower sign).

6.2.4 Measurement of Circular Birefringence

This same formalism can now be used to develop the expression for the measurement of the CB

spectrum, also known as the optical rotatory dispersion (ORD) spectrum, which is the Kramers–

Kronig transform of the corresponding CD spectrum (Lombardi and Nafie, 2009). CB intensity

can be seen in the Stokes vector representation of the beam emerging from the sample, S3ð�nÞ, in
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Equation (6.44). Tomeasure CB intensity, a polarization analyzer at 45� is inserted into the beam after

the sample, represented by MAð45�Þ, such that the detector intensity is given by:

IDð�nÞ ¼ D að Þ �MAð45�ÞMSð�nÞ �MPEMð�nÞ �MPð0�Þ �S0ð�nÞ ¼ D að Þ �MAð45�ÞS3ð�nÞ

¼ D að Þ � 1
2

1 0 1 0

0 0 0 0

1 0 1 0

0 0 0 0

0
BB@

1
CCA IDCð�nÞ

2

1þCDð�nÞsinaMð�nÞ
cosaMð�nÞ� LBð�nÞsinaMð�nÞ

�CBð�nÞcosaMð�nÞþ LB0ð�nÞsinaMð�nÞ
CDð�nÞþ LBð�nÞcosaMð�nÞþ sinaMð�nÞ

0
BBBBB@

1
CCCCCA

ð6:55Þ

Evaluating this expressions yields,

IDð�nÞ ¼ I0ð�nÞ
4

1þCDð�nÞsinaMð�nÞ�CBð�nÞ cosaMð�nÞþ LB0ð�nÞsinaMð�nÞ½ � ð6:56Þ

If theACpart of this signal is detectedwith a lock-in amplifier synchronizedwith the twice thevalue

of the PEM frequency, 2vM , the AC and DC detector intensities are:

IDð�nÞ ¼ IDCð�nÞþ IACð�nÞ ¼ IDCð�nÞ
4

1�CBð�nÞ2J2½a0
Mð�nÞ�cos 2vMt

� � ð6:57Þ

The CB spectrum, DnLRð�nÞ, can be obtained from the ratio

IACð�nÞ
IDCð�nÞ ¼ � 2J2 ao

Mð�nÞ
� �

DnLRð�nÞ½ � ð6:58Þ

The spectrum of J2 ao
Mð�nÞ

� �
can be obtained from a calibration spectrum of the optical setup with

only the initial vertical polarizer, PEM at 45�, and the analyzing polarizer at two different positions,

vertical and horizontal, MAð0�=90�Þ. The detector signal can be obtained starting from S2ð�nÞ in

Equation (6.43) as:

IDð�nÞ ¼ D að Þ �MAð0�=90�Þ �MPEMð�nÞ �MPð0�Þ �S0ð�nÞ ¼ D að Þ �MAð0�=90�Þ �S2ð�nÞ

¼ D að Þ � 1
2

1 �1 0 0

�1 1 0 0

0 0 0 0

0 0 0 0

0
BBBBBBBBB@

1
CCCCCCCCCA

I0ð�nÞ
2

1

cosaMð�nÞ

0

sinaMð�nÞ

0
BBBBBBBBB@

1
CCCCCCCCCA

¼ I0ð�nÞ
4

1� cosaMð�nÞ½ �

¼ I0ð�nÞ
4

1� J0 ao
Mð�nÞ

� �� 2J2 ao
Mð�nÞ

� �
cos 2vMt

� � ð6:59Þ
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If we define IACð�nÞ to be the intensity associated with the 2vM lock-in signal, and define IDC;avð�nÞ to
be the average of the DC intensities, we have

IDC;avð�nÞ ¼ I0ð�nÞ
8

1þ J0 ao
Mð�nÞ

� �� �þ 1� J0 ao
Mð�nÞ

� �� �� � ¼ I0ð�nÞ
4

J0 ao
Mð�nÞ

� � ð6:60Þ

The ratio of the negative choice for IACð�nÞ, corresponding to a horizontal analyzer, to the average DC
intensity IDC;avð�nÞ, yields

IACð�nÞ
IDC;avð�nÞ

� �
cal;2vM

¼ � 2J2 ao
Mð�nÞ

� � ð6:61Þ

This is precisely the intensity needed to calibrate the measurement of CB given in Equation (6.58).

6.3 Fourier Transform VCD Measurement

The description of VCD instrumentation is now extended to the case of FT-VCD measurement.

There are several conceivable ways one could measure VCD spectra using an FT-IR spectrometer.

Two early attempts that did not yield successful methods involved subtraction of infrared

absorbance spectra measured with left and right circularly polarized radiation, either sequentially

as two long-term high signal-to-noise ratio measurements or simultaneously using two optical paths

with opposite Fourier phase as a true double-beam FT-IR circular polarization difference mea-

surement (Yang et al., 1984). In first case, the dynamic range of the digitized detector signal, limited

to 16-bits of data per digitization, prevented the ordinary transmission intensity from being

measured at the same time as the much smaller VCD transmission spectrum that is approximately

four to six orders of magnitude smaller. An analogue to digital converter of more than 20 bits would

be necessary to capture the difference, and, furthermore, instrumental variations over long time

periods between LCP and RCPmeasurements prevented anymeaningful VCD spectrum from being

obtained. For the second case of simultaneousmeasurement of RCP and LCP transmission intensity,

difficulties with the precise cancellation of the two IR beams with opposite Fourier phase on the

same detector element prevented the achievement of a robust measurement method, even though

some VCD spectral results were obtained (Yang et al., 1984).

The first successful extension of VCD measurement methodology to FT-IR spectrometers was

achieved using the so-called double modulation method (Nafie and Diem, 1979; Nafie et al., 1979;

Lipp et al., 1982). In this approach, the FT-IR beam is linearly polarized and passed through a PEM in

the sameway as a dispersive VCDmeasurement. The detector then records two Fourier interferogram

intensities, a normal DC-interferogram, IDCðdÞ, and a polarization modulated AC-interferogram,

IACðdÞ. These interferograms are then Fourier transformed in a manner directly analogous to the

measurement ofVCDusing dispersive instrumentation as described above, the details ofwhichwill be

described in subsequent sections.

A number of years prior to the discovery of VCD, a method to measure CD using a PEM and a

step-scanning interferometer was described (Russel et al., 1972). The step-scan approach to VCD

measurementwill be described further below. The doublemodulationmethod ofVCDmeasurement is

the first such method to combine a rapid-scan FT-IR spectrometer with a lock-in amplifier that

produces anAC interferogramas its output. The doublemodulationmethod can be applied to anyhigh-

frequencymodulation difference FT-IRmeasurement, and has been used tomeasure vibrational linear

dichroism (VLD), infrared reflection-absorption spectra (IRRAS), and recently vibrational circular

birefringence (VCB).
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6.3.1 Double-Modulation Instrumental Setup and Block Diagram

The double modulation approach to FT-VCD measurement is carried out by replacing an infrared

source and dispersive grating monochromator (wavelength selector), illustrated in Figure 6.1, with

the output beam of an FT-IR spectrometer, shown in Figure 6.10. Each wavelength, l, of the FT-IR
spectrometer is encoded with a sinusoidal intensity modulation at a frequency called the Fourier

frequency, vF, determined by the scanning of the dual-arm interferometer equipped with a

beamsplitter, according to the usual design of an FT-IR spectrometer. In the double modulation

method, two interferograms are simultaneously present at the detector. The first is the standard FT-

IR detector signal, the DC interferogram, IDCðdÞ, modulated at the Fourier frequencies. The second

interferogram is modulated at both the Fourier frequencies and the PEM modulation frequency, vM.

The signal at the PEM frequency is first demodulated by a lock-in amplifier referenced to the

PEM frequency, (LIA, vM). The output of the LIA is the AC interferogram, IACðdÞ, which is now

modulated only at the Fourier frequencies. After both AC and DC interferograms are

Fourier transformed (FT), the AC and DC transmission intensities are ratioed to yield the FT-VCD

spectrum, DAð�nÞ.
A more detailed mathematical description of the measurement and phase correction of the DC and

AC interferograms is provided in the following two sections.

6.3.2 DC Interferogram and Phase Correction

The DC detector signal of the FT-IR spectrometer is a complex intensity pattern of Fourier modulated

IR radiation known as an interferogram. The interferogram arises from the interference of two beams

of infrared radiation as illustrated in Figure 6.11. Infrared radiation I0 from a source S is directed to a

beamsplitter (BS) creating two beams, one that is reflected at the beamsplitter to become IR, and the

other that is transmitted through it to become IT . After reflection at mirror surfaces, which are moving

relative to each other, the beams recombine at BS where they interfere according to their relative path

difference. For different wavelengths, this path difference corresponds to different relative phases of

the two beams. Two beams emerge from the BS, one of which returns to the source and is normally not

used. This is the combination of the beams that either have been reflected twice at theBS or transmitted

twice, IRRþTT . The other beam is a combination of the two beams that each have one reflection and one

transmission at the beamsplitter, IRT þ TR. These two combined beams are interferograms that have

complementary interference patterns, as the sum of these two beams is the original beam from

FT,  ωF

 LIA, ωMFT,  ωF

(÷)

FT-IR, λ P PEM S D

IAC (ν )

IDC (ν )

IAC (δ )

IDC (δ )

∆A(ν)

Figure 6.10 FT-VCD optical block diagram and light path (solid lines) consisting of an FT-IR spectrometer
with broadband infrared radiation (l), a linear polarizer (P), and photoelastic modulator (PEM), a sample (S),
and a detector (D). The electronic pathway (dashed lines)with LIA references (dotted lines) is similar to that of
the dispersive instrument in Figure 6.1, where here Fourier transformation of the interferogram replaces the
lock-ins synchronized to a light chopper. The Fourier transforms of the AC and the DC interferograms are
divided ð
Þ to produce the VCD spectrum DAð�nÞ
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the source, namely IRRþTT þ IRT þTR ¼ I0. IRT þTR is the beam that normally goes to the sample and

here is called the DC interferogram, IDCðdÞ ¼ IRT þ TRðdÞ.
The mathematical expression for the DC interferogram is:

IDCðdÞ ¼ IRT þ TRðdÞ ¼
ð1

0

IDCð�nÞcos½2pd�nþ uDCð�nÞ�d�n ð6:62Þ

IDCðdÞ can be seen to be an integral superposition of the transmission intensities of all the

spectral frequencies in the spectrum times a cosine factor that depends on the wavenumber

frequency and the retardation, d, the optical path difference of the interferometer from the equal

mirror position. The units of d are typically in centimeters. For a rapid-scan interferometer

operating with constant mirror velocity Vm in cm s�1, the retardation distance is related to the

time-based Fourier frequency fF;�n ¼ vF=2p in cycles per second, or Hertz (Hz), for each

wavenumber �n by the relationships

2pd�n ¼ 2pð2VMtÞ�n ¼ 2pð2VM�nÞt ¼ 2pfF;�nt ¼ vFt ð6:63Þ

This equation exhibits the equivalence of expressing interferograms in terms of a spatial

coordinate d, with inverse spatial frequencies �n or in terms of a time coordinate t, and inverse

time frequencies, fF;�n. The factor two associated with the mirror velocity arises from the fact that

the change in distance between the beamsplitter and moving mirror is only half of the optical

path difference of the interferometer as the mirror moves. Finally, in Equation (6.62) the function

uDCð�nÞ is the phase shift that may be present between Fourier cosine waves of different

wavenumber frequency. These phase shifts arise from the various speeds at which electronic

signals of different Fourier frequency pass through the processing electronics, such as filters

and amplifiers.

BS

M

M

S

IRR+TT

IRT+TR

IR

IT

I0

Figure 6.11 Optical layout of a basic FT-IR spectrometer. The beam from the source, S, is divided into two
beams at the beamsplitter (BS). These beams reflect at mirror surfaces and return to the beamsplitter and
recombine. The subscripts R and T refer to reflection and transmission at the BS as described in the text.
Reproduced with permission from the Society for Applied Spectroscopy (Nafie et al., 2004)
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A common time-based Fourier frequency is 16 kHz (16 000Hz) for the HeNe reference laser

frequency. From Equation (6.63) this Fourier frequency corresponds to a retardation velocity 2VMof

1 cm s�1 as the frequency �n of an HeNe laser at 623.8 nm is approximately 16 000 cm�1.

fF;�n ¼ 2VM�n ð6:64Þ

This is a convenient mirror velocity as the Fourier frequency corresponding to any wavenumber

frequency is very close to the numerical value of that frequency. Thus the band of Fourier frequencies

associated with the mid-IR region from 1000 to 2000 cm�1 have values between 1 and 2 kHz.

In order to obtain the DC transmission spectrum, IDCð�nÞ, in the integral of Equation (6.62), the

interferogram must be Fourier transformed. This is represented by the following expression,

IDCð�nÞ ¼ FT IDCðdÞ½ � ¼ 1

2p

ð1

0

IDCðdÞcosð2pd�nÞdd ð6:65Þ

Before the Fourier transform can be performed mathematically, the phase correction spectrum,

uDCð�nÞ, must be measured and removed from the expression for IDCðdÞ in Equation (6.62). This is an
operation that is automatically performed by software that controls the operation of the FT-IR

spectrometer and several types of phase-correction algorithms are available for this purpose.

6.3.3 AC Interferogram and Phase Correction

In addition to the DC interferogram, there is also an AC interferogram present at the detector that

carries the spectral information associated with the VCD spectrum. This interferogram initially has

two modulation frequencies, the Fourier frequency for each radiation wavenumber, as in the DC

interferogram, but in addition a higher frequency polarization modulation, typically in the range of

tens of kilohertz. Each of these modulations must be demodulated to retrieve the desired VCD

transmission spectrum, IACð�nÞ, given in Equation (6.1). The first signal to be demodulated is that of the

high-frequency polarization modulation of the PEM. This is achieved by passing the detector signal

through an LIA, shown in Figure 6.10, the output of which is the AC interferogram given by:

IACðdÞ ¼
ð1

0

IACð�nÞcos½2pd�nþ uACð�nÞ�d�n ð6:66Þ

This interferogram is identical in form to IDCðdÞ in Equation (6.62); however, the phase shift function
uACð�nÞ differs in general from uDCð�nÞ. The reason for this difference is that these two interferograms

pass through different electronic pathways where the Fourier components of the two interferograms

experience different phase shifts for the same Fourier frequency. The algorithm that determines this

phase correction function automatically assumes that all detector intensities are positive. This is the

case for IDCð�nÞ, but the intensities of IACð�nÞ can be either positive or negative across the spectrum

depending on whether the VCD intensity is negative or positive. Consequently, a method of

measuring IACð�nÞ when only positive intensities are present is needed, after which that phase

correction function can be transferred to a measurement of IACð�nÞ when both positive and negative

intensities are present.

AVCD spectrumwith only positive intensities can be achieved by inserting into the sample position

of the spectrometer an optical plate with a controlled but relatively small amount of birefringence

followed by a polarizer. The induced birefringent plate is called a stress birefringent plate (SBP)

because the birefringence is created by squeezing a plate with initially zero birefringence along a

direction parallel to the stress axes of the PEM.An analyzing polarizer is placed after the SBP oriented
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to pass horizontally polarized radiation. The Mueller matrix of the SBP can be taken from

Equations (6.30) and (6.37) under the assumption of small birefringence is:

MSBP p=4; dSBPð Þ ¼
1 0 0 0

0 1 0 � dSBPð�nÞ
0 0 1 0

0 dSBPð�nÞ 0 1

0
BB@

1
CCA ð6:67Þ

Here dSBPð�nÞ is the value of a small amount of birefringence across the region of the spectrum of

interest. The signal for each wavenumber frequency at the detector for the full optical setup is then

given by the expression

IDð�nÞ ¼ D að Þ �MAð90�ÞMSBPð�nÞ �MPEMð�nÞ �MPð0�Þ �S0ð�nÞ

¼ D að Þ I0ð�nÞ
2

1 � 1 0 0

� 1 1 0 0

0 0 0 0

0 0 0 0

0
BB@

1
CCA

1 0 1 0

0 1 0 � dSBPð�nÞ
0 0 1 0

0 dSBPð�nÞ 0 1

0
BB@

1
CCA

1

cosaMð�nÞ
0

sinaMð�nÞ

0
BB@

1
CCA

¼ I0ð�nÞ
2

1þ J0 ao
Mð�nÞ

� �þ 2J1 ao
Mð�nÞ

� �
dSBPð�nÞ

� � ð6:68Þ

The first two terms in this expression are DC-terms associated with the average transmission, and the

last term is the AC-term associated with the SBP intensity. Both are positive intensity spectra and their

interferograms are:

IDCðdÞ ¼
ð1

0

I0ð�nÞ
2

1þ J0 ao
Mð�nÞ

� �� �
cos 2pd�nþ uDCð�nÞ½ �d�n ð6:69Þ

IACðdÞ ¼
ð1

0

I0ð�nÞJ1 ao
Mð�nÞ

� �
dSBPð�nÞcos½2pd�nþ uACð�nÞ�d�n ð6:70Þ

Each of these interferograms may be phase corrected using the assumption that the spectral

transmission intensity for all frequencies is positive. Once the AC phase function, uACð�nÞ, has been
determined with this optical setup, this phase function can be used to Fourier transform any AC

interferogram of any VCD transmission spectrum regardless of the signs of the intensities at

various frequencies. With the phase correction in hand, the AC analogue of Equation (6.65) is

written as:

IACð�nÞ ¼ FT IACðdÞ½ � ¼ 1

2p

ð1

0

IACðdÞcosð2pd�nÞdd ð6:71Þ

The final calibrated VCD spectrum is obtained from the ratio of the Fourier transforms of the AC

and DC interferogram,

DAð�nÞ ¼ 1

2J1 a
o
Mð�nÞ½ �1:1513

FT IACðdÞ½ �
FT IDCðdÞ½ �

� �
ð6:72Þ
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where the function Bessel function 2J1 ao
Mð�nÞ

� �
is obtained from the VCD calibration spectrum given

in Equations (6.16) and (6.18). In particular the calibration of VCD using an FT-IR spectrometer

follows the same procedure detailed in Section 6.1 for dispersive VCD instrumentation.

6.3.4 Polarization Division FT-VCD Measurement

A second proven method of FT-VCD measurement was achieved a number of years after the

establishment of the double modulation method (Ragunathan et al., 1990; Polavarapu et al., 1990).

This was based on a modifiedMartin–Puplett polarization division interferometer (Polavarapu, 1988;

Nafie et al., 1988). The method circumvents the use of a PEM by creating circular polarization

modulation at the Fourier frequencies. This is achieved by use of a polarization beamsplitter instead of

a standard beamsplitter. The infrared beam from the source is first polarized at 45� relative to the grid
lines of a polarizing beamsplitter. The divided beams have orthogonal linear polarization (polarization

division) and their recombination at the beamsplitterwith onemirror inmotion creates a beamdirected

at the sample that goes through complete cycles of polarization phase retardation (vertical 0�, right
CP 90�, horizontal 180�, left CP 270�) for each wavelength at its Fourier frequency. Because the

recombining beams are orthogonally polarized, they do not interferewith one another, and hence there

are only complete cycles of polarization modulation without intensity modulation.

The usual intensity modulated DC interferogram can be obtained by inserting a vertical polarizer

between the sample position and the detector. From the polarizationmodulation cycle, full throughput

is obtained at the zero degree position of the polarization modulation cycle, and the radiation is

completely blocked when the light is horizontally polarized half-way through its modulation cycle.

This measurement and its subsequent phase correction defines the cosine transform, or real part of the

Fourier transform. If a sample is linearly dichroic its spectrum is available in the real part of the Fourier

transform of the complex interferogram, and no polarizer is required for theVLDmeasurement. Again

with no polarizer but a chiral sample in place, the VCD spectrum is available from the sine or

imaginary part of the Fourier transform of the complex interferogram.

In the mid-IR region where successful measurements of VCD were achieved (Ragunathan

et al., 1990), the polarization division method proved to be less efficient than the double modulation

method, but the polarization division method may well prove to be the best method for future

extensions of VCDmeasurements into the far-IR region where PEMs are not commercially available.

6.3.5 Step-Scan FT-VCD Measurement

A third method for the measurement of FT-VCD is based on a step-scan rather than a rapid scan FT-IR

spectrometer (Wang andKeiderling, 1995; Long et al., 1997a; Long et al., 1997b). In this approach, the

moving mirror in the interferometer is advanced in discrete steps to determine over time the

interferogram after all positions of the moving mirror have been sampled. At each step the DC and

AC transmission values are determined by signal averaging. The step-scan measurement of the

interferogramsmaybe repeatedone ormore times to improve the signal-to-noise ratio.The arrangement

of optical elements is the same as in the rapid-scan double modulation method. As there are no Fourier

frequencies, the step-scan method has some similarities to dispersive VCD measurements where the

interferometer rather that the grating spectrometer is slowly advanced over a full range of positions to

complete the spectral measurement. After measurements have been completed, the measured AC and

DC interferograms still need to be Fourier transformed, but there is no concern about the closeness of

Fourier frequencies to PEM frequencies or to differences in phase correction between AC and DC

interferograms. Only marginal improvements in signal quality relative to the rapid-scan double

modulation were seen in some cases, although more recent advances in electronics for rapid-scan

instruments have eliminated these advantages. The use of step-scan interferometers for FT-VCD
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measurements has not been reported in recent years, in part because these instruments are more

expensive, without additional benefit, than their rapid-scan counterparts.

6.4 Commercial Instrumentation for VCD Measurement

Instrumentation for VCD measurement has become commercially available in several relatively

distinct stages over the past 30 years. The earliest VCD spectrometers were based on dispersive

scanning monochromators and required extensive electronics construction, including at first the

PEMs. To date all dispersive VCD spectrometers are constructed from isolated components and

essentially are not commercially available. The advent of rapid-scan FT-VCD measurements in 1979

using the double-modulation method described in the previous section simplified considerably the

construction of a VCD spectrometer. This is because an FT-IR spectrometer necessarily comes with

computer-controlled electronic processing, spectral ratio and calibration subroutines, and with no

need to be concerned about a wavelength scanning control mechanism. An FT-IRVCD spectrometer

still required assembly of a VCD side-bench with the PEM, as well as spectral collection algorithms,

but this was far simpler than building a complete dispersive-scanning VCD spectrometer from

individual components.

6.4.1 VCD Side-Bench Accessories

The first FT-VCD spectrometer assembled was based on a Nicolet 7199 FT-IR spectrometer. This was

followed a few years later by a similar spectrometer based on a Digilab FT-IR spectrometer. These

instruments were used principally in the spectral region below 2000 cm�1 with HgCdTe detectors as

their performance to higher frequencies with InSb detectors, where hydrogen stretching bands occur,

did not produce spectra of quality higher than could be obtained from the original dispersive VCD

instruments. The principal reason for this result was the higher Fourier frequencies in this region

compared with the mid-IR, which reduced the separation of modulation frequencies between the AC

and DC interferograms. This issue was addressed by the development of step-scan FT-VCD spectro-

meters, where it was found that better VCD spectra could be obtained in the hydrogen stretching

region, but mid-IR step-scan VCD did not produce an advance in sensitivity, or overall performance,

relative to the double modulation rapid-scan approach.

The advent of step-scan FT-IR instrumentation spurred interest in several instrument companies to

offer VCD side-bench accessories andwith them software for obtaining calibratedVCD spectra by the

ratio of AC and DC transmission intensities followed by a suitable intensity calibration. These

companies were Digilab/BioRad, Nicolet/Thermo, and Bruker. Users could chose between step-scan

and rapid-scan operation, but by the mid-1990s most applications were carried out with rapid-scan,

double-modulation operation as the perceived benefits of step-scan waned.

The major benefit of the side-bench VCD accessory is that the original instrument remains

available for normal operation and other types of experiments, such as IRRAS, can performed as

alternative applications of the side-bench. The major disadvantage of the side-bench accessory is that

the instrument baseline is not established permanently at the point of manufacture, but rather at the

point installation at the customer site or after reconfiguration of the instrument for VCD operation

following an alternative measurement configuration. The VCD baseline is the most important

instrumental feature associated with the quality and reliability of VCD measurement, and setting

the baseline close to zero on VCD intensity scales across the spectrum requires sensitive, sometimes

lengthy, optical adjustment. Further, as the main-bench and side-bench are on separate optical

platforms, the VCD baseline in general changes for small changes in the relative positions of

these benches.
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6.4.2 Dedicated VCD Spectrometers

In 1997 the first fully-dedicated VCD spectrometer on a single optical bench with a factory-aligned,

permanent baseline became commercially available as the ChiralIR FT-VCD spectrometer. This

instrument was originally produced as a joint venture betweenBomem Inc. andBioTools Inc., but now

the base system, including the interferometer and detector is supplied to BioTools from ABB Quebec

(formerly Bomem) and all VCD assembly and testing is carried out by BioTools. Manufacture of the

ChiralIR is followed by approximately two weeks of baseline and stability tests, VCD intensity tests,

and a set of calibrated reference spectra that provide an extensive library of test data against which the

performance of the instrument can be compared. Owing to a thick solid-aluminum baseplate and

secure optical mounts, including the mounting and alignment of the detector, the detector-focusing

lens and PEM, the baseline is maintained through the shipping process and no further alignment is

needed during the installation at the customer site. As a result, final VCD spectra are usually available

immediately upon setting up the instrument in its intended location.

Another vital advance brought about by dedicated VCD instruments is the software that allows

complete processing of the raw, un-calibrated VCD spectrum with every scan of the Fourier

interferometer. For home-built VCD instruments based on a side-bench assembly, blocks of AC and

DC scans used to be measured for periods of hours, and, even with VCD macro programs for

averaging, dividing and calibrating the raw data files, the first glimpse of the VCD data would not be

available until all these human-driven, processing steps were complete. For VCDmeasurements with

theChiralIR, for example, properly ratioedVCD spectra can be seen to be improvingwith time as each

scan is measured, processed and co-added to the previous VCD scans. In this way it is seen

immediately if the measurement is going well or whether, for some reason, it needs to be stopped

and changed before the final spectrum is measured.

Within the past several years, a second dedicated VCD spectrometer has become commercially

available from Jasco, Inc., the FVS-6000 Vibrational Circular Dichroism spectrometer. This instru-

ment is also built on a single fixed baseplate and does not use the side-bench approach. Nevertheless,

this instrument does not have one important intensity enhancement feature found in the standard

ChiralIR, namely dual-source operation (Nafie et al., 2004). In addition, the ChiralIR is the only

commercial VCD instrument availablewith dual-PEM operation (Nafie, 2000). Finally, a new version

of the ChiralIR, the ChiralIR-2X, became available in March of 2009 in which dual-source and dual-

PEMoperation are offered on a single fixed baseplatewithout any external lock-in amplifiers or filters.

All processing after the preamplifier is carried out with software using a single computer card inserted

into a PC, thus reducing significantly the size and complexity of single- and dual-PEM VCD

instrumentation. Each of these advances will be described in the following sections.

6.5 Advanced VCD Instrumentation

In this section we describe the fundamentals of several advanced VCD improvements that, in

combination, provide unprecedented VCD sensitivity and routine, near artifact-free VCD measure-

ment for any sample in any sample cell. Further details about the measurement of VCD spectra will be

addressed in Chapter 8.

6.5.1 Dual Source Intensity Enhancement and Detector Saturation

Suppression

All ChiralIR FT-VCD spectrometers employ dual-source operation as a standard feature (Nafie

et al., 2004). Unlike for single-source operation, themirrors in a dual-source FT-IR spectrometer must

be cube-corner mirrors (CCMs). A CCM has the remarkable property that any ray of light reflected

from a CCM does so along a line exactly parallel to the incident ray after having been reflected off all
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three cube-corner mirror surfaces. Rays entering a CCM in the lower half of the interferometer

horizontal plane are reflected into the upper half plane. The optical diagram associated the dual-source

operation of the ChiralIR is illustrated in Figure 6.12. The beams from the two sources, SA and SB, are

directed to the lower half of the beam splitter and recombine in the upper half. Source SA corresponds to

the normal position of a single source interferometer while source SB is a new source located beneath

this beam, which is normally directed toward the standard sample position. The beam directed to the

sample for dual-source operation contains two interferograms, one fromeach source. The beam fromSA
is the standard interferogram intensity described above, IART þ TR while that from source SB corresponds

to the intensity that usually returns to the source, namely IBRRþTT. As indicated above, these two sources

have opposite Fourier phase, and if they came from the same source, the Fourier modulations would

cancel. The expression for the DC interferogram analogous to Equation (6.62) is given by:

IABDCðdÞ ¼ I
A;DC
RT þ TRðdÞþ I

B;DC
RRþ TTðdÞ ¼

ð1

0

IADCð�nÞ� IBDCð�nÞ
	 


cos½2pd�nþ uDCð�nÞ�d�n ð6:73Þ

For dual-source VCD operation, the polarizer before the PEM is replaced by two polarizers, one in

front of each of the two sources with orthogonal orientation to each other, one vertical and the other

horizontal. Although beams fromSA and SB are nearly the same, their different polarization stateswith

respect to reflection and transmission at the beamsplitter leads to different intensities for IADCð�nÞ and
IBDCð�nÞ, for the outgoing beams. As a result, even though the beams IART þ TRðdÞ and IARRþ TTðdÞ have
opposite Fourier phase and opposite signs in Equation (6.73), their Fourier modulations do not cancel

but rather their ratio, IADCð�nÞ=IBDCð�nÞ, is found experimentally to be about 1.6. If the weaker source

IBDCð�nÞ is normalized to unity, then the difference intensity, IADCð�nÞ� IBDCð�nÞ, in Equation (6.73) is

about 60% of IBDCð�nÞ and 40% of IADCð�nÞ. Thus, even if either or both of these interferograms saturate

the detector, their combined reduced intensity, IADCð�nÞ� IBDCð�nÞ, is found not to saturate the detector.
This is the first major advantage of dual source operation.

BS

CCM

CCM

SA

SB

I A
RR +TT + I B

RT+TR

I A
RT+TR + I B

RR+TT

BA ITIR +

BA IRIT+

AI0

BI0

Figure 6.12 Optical layout of a dual-source FT-IR spectrometer. The beam from sources SA and SB are
each divided into two beams at the beamsplitter (BS). These four beams reflect at cube-corner mirrors
(CCM) and recombine with interference at the beamsplitter. The subscripts R refer to reflection and T to
transmission as described in the text. Reproduced with permission from the Society for Applied
Spectroscopy (Nafie et al., 2004)
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The measurement of FT-VCD with orthogonal polarizers in front of the two sources leads to the

second major advantage of dual-source operation. Here, the small AC interferograms associated with

the two sources add at the detector rather than subtract, as is the case for the DC interferograms

described above. This is because the interferograms from the two sources have both opposite Fourier

phase and oppositeVCDphase. These twoopposite phases, each represented by aminus sign, combine

to produce constructive addition of the two AC interferograms. The expression of the dual-source

interferogram is given by:

IABACðdÞ ¼ I
A;AC
RT þTRðdÞþ I

B;AC
RRþ TTðdÞ ¼

ð1

0

IAACð�nÞþ IBACð�nÞ
	 


cos½2pd�nþ uACð�nÞ�d�n ð6:74Þ

Experimentally, the ratio IAACð�nÞ/IBACð�nÞ is again found to be approximately 1.6, but now the

combined intensity IAACð�nÞþ IBACð�nÞ is 260%of IBACð�nÞ and 160%of IAACð�nÞ. These are intensity gains at
the detector against the same noise background that would be present for single-source operation and

hence represent a signal-to-noise ratio (SNR) advantage of approximately 2.6 relative to the weaker

source and 1.6 relative to the stronger source for dual source operation. The savings in scanning time to

achieve the same SNR as single sources is either 6.8 or 2.6.

For dual-source operation, VCD intensity is proportional to the ratio of the combined AC and

DC interferograms. This ratio relative to the stronger single-source operation is found experimentally

to be approximately

IAACð�nÞþ IBACð�nÞ
IADCð�nÞ� IBDCð�nÞ
����

���� ¼ 1þ 1:6

1� 1:6

����
���� � 4:3 ð6:75Þ

This represents an increase in the uncalibrated dual-sourceVCD intensity relative to the corresponding

uncalibrated single-source VCD intensity. This factor represents the gain in AC transmission

intensity relative to the reduction in DC transmission intensity, and this scale factor is removed,

but not the associated reduction in VCD noise, when the final intensity-calibrated, dual-source VCD

spectrum is determined.

6.5.2 Dual-PEM Theory of Artifact Suppression

The use of two PEMs, one before the sample and one after the sample, dates back to the first

measurements of VCD at the University of Southern California in the laboratory of Philip Stephens

(Nafie et al., 1975; Nafie et al., 1976). This method of artifact reduction was then called polarization

scrambling and was implemented such that the stress level of the second PEM was varied linearly

withthemonochromatordrivetokeepthePEMnear totheoptimumpointofartifactcancellation(Cheng

et al., 1975). The extension of this method to FT-VCD measurement was problematic because all

wavelengths were measured at the same time and the second PEM could only be set optimally for one

wavelength. This problem was solved in 2000 by simultaneously recording the VCD interferograms

associated with each of the two PEM and subtracting these VCD spectra in real time with each

interferometric scan (Nafie, 2000). In the FT dual-PEMmethod, the signal from the first PEM reports

the VCD spectrum plus the birefringent baseline while the second PEM reports only a birefringent

baseline.Byvarying thevoltageof the secondPEMthenetVCDbaseline canbe systematically brought

close to zero with very little slope. This enormously simplified the task of optical alignment and

eliminated baseline drift during measurement as any thermal changes in the instrument baseline were

dramatically reduced by the subtraction of two interferograms from the PEMs, each reporting the

birefringent state of the same optical path.

The optical diagram for the dual-PEM setup is given in Figure 6.13. It is simply an extension of the

single PEMFT-VCDoptical–electronic diagram in Figure 6.10.Here there are twoPEMs and two lock-in
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amplifiers (LIA1 and LIA2) with separate LIA reference signals. The outputs of the two LIAs are two

AC interferograms, IAC1ðdÞ and IAC2ðdÞ. These are subtracted to produce a single AC interferogram

that is Fourier transformed along with the FTof the DC interferogram. The AC and DC transmission

spectra, IACð�nÞ and IDCð�nÞ, are divided and calibrated to yield the final VCD spectrum.

The theory of dual-PEM operation is easily described using the Stokes–Mueller formalism

developed earlier in this chapter. We start with the Stokes vector S3ð�nÞ from Equation (6.44) that

represents the state of the light beam after the polarizer, the first PEM and the sample. The Stokes

vector after the second PEM,S4ð�nÞ, can be obtained by operating onS3ð�nÞ, with theMueller matrix of

the second PEM as:

S4ð�nÞ ¼ MPEM2½45�;aM2ð�nÞ� �S3ð�nÞ

¼ MPEM2½45�;aM2ð�nÞ� � MSð�nÞ �MPEM1½45�;aM1ð�nÞ� �MPð0�Þ �S0ð�nÞf g

¼

1 0 0 0

0 cosaM2ð�nÞ 0 � sinaM2ð�nÞ

0 0 1 0

0 sinaM2ð�nÞ 0 cosaM2ð�nÞ

0
BBBBBBBBB@

1
CCCCCCCCCA

IDCð�nÞ
2

1þCDð�nÞsinaM1ð�nÞ

cosaM1ð�nÞ�LBð�nÞsinaM1ð�nÞ

�CBð�nÞcosaM1ð�nÞþLB0ð�nÞsinaM1ð�nÞ

CDð�nÞþLBð�nÞcosaM1ð�nÞþ sinaM1ð�nÞ

0
BBBBBBBBB@

1
CCCCCCCCCA

¼ IDC

2

1þCD sinaM1

cosaM1 cosaM2 � LB sinaM1 cosaM2 �CD sinaM2 �LB cosaM1 sinaM2 � sinaM1sinaM2

�CB cosaM1 þLB0ð�nÞsinaM1

cosaM1sinaM2 � LB sinaM1sinaM2 þCD cosaM2 þLB cosaM1 cosaM2 þ sinaM1 cosaM2

0
BBBBBBBBB@

1
CCCCCCCCCA

ð6:76Þ
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Figure 6.13 Optical–electronic diagram for dual-PEM FT-VCDwith light path (solid lines) consisting of an
FT-IR spectrometer with broadband infrared radiation (l), a linear polarizer (P), PEM1, a sample (S), PEM2,
and a detector (D). The electronic pathway (dashed lines) and two LIA references (dotted lines) are analogous
to the FT-VCD optical–electronic diagram in Figure 6.10. After the real time subtraction ð� Þ of the two AC-
interferogram outputs of the two LIAs, the resulting AC interferogram and the DC interferogram are Fourier
transformed and divided as usual to produce the baseline-corrected VCD spectrum, DAð�nÞ
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Here, for simplicity, we have dropped the explicit wavenumber frequency dependence in the last

expression forS4ð�nÞ. We next introduce the Bessel functions J0ðaMÞ and J1ðaMÞ fromEquations (6.4)

and (6.50)–(6.52), eliminate the terms that depend on the product sinaM1sinaM2 as the PEMs are not

synchronized and average each others first-order frequency dependence to zero. This gives

S4ð�nÞ ¼ IDC

2

1þ 2J1ðaM1ÞCD
J0ðaM1ÞJ0ðaM2Þ� 2J1ðaM1ÞJ0ðaM2ÞLB� 2J1ðaM2ÞCD� 2J0ðaM1ÞJ1ðaM2ÞLB

� J0ðaM1ÞCBþ 2J1ðaM1ÞLB0

2J0ðaM1ÞJ1ðaM2Þþ J0ðaM2ÞCDþ J0ðaM1ÞJ0ðaM2ÞLBþ 2J1ðaM1ÞJ0ðaM2Þ

0
BBBBB@

1
CCCCCA

ð6:77Þ

The intensity at the detector is obtained by use of the Mueller matrix for the detector given by

Equations (6.39) and (6.40) yielding,

ID¼ D að Þ �S4 ¼ 1 p2X � p2Y
	 


cos 2a p2X � p2Y
	 


sin 2a 0
	 
 S4;0

S4;1
S4;2
S4;3

0
BB@

1
CCA

¼ IDC

2
1þ 2J1ðaM1ÞCDþ p2X � p2Y

	 

cos 2a � 2J1ðaM1ÞJ0ðaM2ÞLB½�

� 2J1ðaM2ÞCD� 2J0ðaM1ÞJ1ðaM2ÞLB� þ p2X � p2Y
	 


sin 2a 2J1ðaM1ÞLB0½ �g ð6:78Þ

Herewe have eliminated J0ðaM1ÞJ0ðaM2Þand � J0ðaM1ÞCB as constant, non-modulated terms that are

small and insignificant relative to unity (1) in the first term of this equation. Recall that the polarization

dependence of the detector is typically on the order of 1%, so the CD intensity term 2J1ðaM1ÞCD from

the first PEM is two orders ofmagnitude larger than the corresponding term � 2J1ðaM2ÞCD associated

with the second PEM. The terms � 2J1ðaM1ÞJ0ðaM2ÞLB and 2J1ðaM1ÞLB0 determine the VCD

baseline due to birefringence as detected by the first PEM while the term � 2J0ðaM1ÞJ1ðaM2ÞLB
represents the same baseline as seen by the second PEM.

Recall that LB is linear birefringence in the optical train with fast and slow axes parallel to the PEM

axes, ðþ 45�; � 45�Þ whereas LB0 is linear birefringence with fast and slow axes vertical and

horizontal, ð0�; 90�Þ. It can be seen that the terms depending on LB can be made to be equal in

magnitude if the two PEMs have the samemodulation strength such that J0ðaM1Þ ¼ J0ðaM2Þ, and then
necessarily J1ðaM1Þ ¼ J1ðaM2Þ. Hence, if the AC interferograms obtained from the lock-ins tuned to

PEM1 and PEM2 are subtracted, with PEMs at the same retardation value, the two LB terms cancel.

The resulting intensity at the detector is given by:

ID ¼ IDC

2
1þ 2J1ðaM1ÞCDþ p2X � p2Y

	 

sin 2a 2J1ðaM1ÞLB0½ �� � ð6:79Þ

It has been shown that the lone, uncompensated LB0 term appears only for LB0 present between the
two PEMs as derived here (Cao et al., 2008). All sources of LB and LB0 before or after the PEMs can be

canceled in pairs in the sameway as theLB terms are canceled forLB occurring between the twoPEMs.

If the VCD baseline is adjusted with no sample or sample cell between the two PEMs, then the

uncompensated LB0 term in Equation (6.79) cannot appear and a zero baseline can be obtained

provided the two PEMs can be set to be equal to each other. In practice, with a samplewith windows in

the beambetween the two PEMs, theLB term from the PEM2 can be adjusted if desired so that both the
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LB term and the LB0 term from the PEM1 are approximately canceled. In the following section, we

discuss two ways to eliminate the LB0 term when a sample cell with birefringent windows, or a solid

sample, is in place.

6.5.3 Rotating Achromatic Half-Wave Plate

It has been demonstrated, both theoretically and experimentally, that placing a rotating achromatic

half-wave plate (HWP) after the second PEM in a dual-PEM FT-VCD instrument eliminates all

sources of artifacts throughout the optical train (Cao et al., 2008). We assume that the plate rotates

slowly on the of the order of ten revolutions per minute asynchronously with respect to all other

modulation frequencies in the instrument. After adding an additional source of linear birefringence,

LB2, after the rotating HWP (described further below), the optical setup for the dual-PEM rotating

HWP is as shown in Figure 6.14.

The Mueller matrix for an HWP as a function of its orientation angle is given by Equation (6.35).

For a rotating HWP, the plate can be averaged over all angles by integration between the angles 0 and

2p, as:

MRHWP ¼ 1

2p

ð2p

0

1 0

0 cos 4u
0 sin 4u
0 0

0

sin 4u
� cos 4u

0

0

0

0

� 1

0
BB@

1
CCAdu ¼

1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 � 1

0
BB@

1
CCA ð6:80Þ

This Mueller matrix averages to zero all states of linear polarization and simultaneously converts any

component of circular polarization from right to left or vice versa. If a rotating HWP is placed after the

secondPEM in a dual PEMoptical train the resulting Stokes vectorS5ð�nÞ can be obtained starting from
Equation (6.77) by:

S5ð�nÞ ¼ MRHWP �S4ð�nÞ ¼ IDC

2

1þ 2J1ðaM1ÞCD
0

0

� 2J0ðaM1ÞJ1ðaM2Þ� 2J1ðaM1ÞJ0ðaM2Þ

0
BB@

1
CCA ð6:81Þ

Here we have eliminated small non-modulation terms J0ðaM2ÞCD and J0ðaM1ÞJ0ðaM2ÞLB from the

last element of the Stokes vector describing the state of circular polarization. If a second source of

small linear birefringence LB2 occurs after the rotatingHWP it can be described by theMuellermatrix

from Equations (6.37) and (6.38),

MLB2 ¼
1 0 0 0

0 1 0 � LB2

0 0 1 LB20

0 LB2 � LB20 1

0
BB@

1
CCA ð6:82Þ

FT-IR, λ P PEM1 S DPEM2 RHWP LB2

Figure 6.14 Optical diagram for dual-PEM rotating HWP FT-VCDwith light path (solid lines) consisting of
an FT-IR spectrometerwith broadband infrared radiation (l), a linear polarizer (P), PEM1, a sample (S), PEM2,
rotating HWP (RHWP), an additional source of linear birefringence (LB2), and a detector (D)
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This birefringence can be due to birefringence in the detector focusing lens or window. The

resulting Stokes vector after this post rotating HWP LB is given by:

S6ð�nÞ ¼ MLB2 �S5ð�nÞ

¼ IDC

2

1þ 2J1ðaM1ÞCD
LB2 2J0ðaM1ÞJ1ðaM2Þþ 2J1ðaM1ÞJ0ðaM2Þ½ �

� LB20 2J0ðaM1ÞJ1ðaM2Þþ 2J1ðaM1ÞJ0ðaM2Þ½ �
� ð1þ LB2� LB20Þ 2J0ðaM1ÞJ1ðaM2Þþ 2J1ðaM1ÞJ0ðaM2Þ½ �

0
BBBBBB@

1
CCCCCCA

ð6:83Þ

The terms in square brackets, which are simply the circular polarization term of the Stokes vector

in Equation (6.81), become zero if the two PEMs are set to equal retardation and the LIA1 and

LIA2 signals are subtracted the way they are in the previous section describing dual-PEM artifact

subtraction. If this is done, the last entry in Equation (6.81) or all the square bracket term

expressions in Equation (6.83) are zero and then all LBand LB0 terms become zero and the final

Stokes vector before the detector is given by:

S6ð�nÞ ¼ IDC

2

1þ 2J1ðaM1ÞCD
0

0

0

0
BB@

1
CCA ð6:84Þ

The signal at the detector, with or without polarization sensitivity at the detector, is given by:

IDð�nÞ ¼ D að Þ �MLB2ð�nÞ �MRHWP �MPEM2ð�nÞ �MSð�nÞ �MPEM1ð�nÞ �MPð0�Þ �S0ð�nÞ

¼ D að Þ �S6ð�nÞ ¼ IDC

2
1þ 2J1ðaM1ÞCDð�nÞ½ � ð6:85Þ

This represents a birefringent artifact-free VCD spectrum. The dual-PEM setup eliminates all sources

of birefringence except the LB0 contributions located between the two PEMs, primarily due to the

sample cell windows in the case of liquid or solution sample, and also orientational effects in a solid-

phase sample. By contrast, the rotating HWP eliminates all sources of birefringence before it in the

optical train but has no effect on birefringence that occurs after it, such as in the detector focusing lens

or dewar windows. Together, and only together, they eliminate all birefringent artifact signals.

The principal drawback of the rotating HWP is the cost of acquisition of an achromatic HWP in the

IR region. The fabrication is fairly straightforward. For the near-infrared region down to 2000 cm�1 the

cost of acquisition in 2004 of a super achromatic plate from B. Halle Nachfolger in Berlin, Germany,

made from six optically contacting layers of MgF2 was over $10 000 US. Extension beyond this limit

into the mid-IR is currently untested optical technology and the cost of fabrication is likely to be

significantly higher. To date, this extension has not been pursued.

6.5.4 Rotating Sample Cell

An alternative complete solution to the birefringence artifact problem that remains after incorpo-

ration of the dual-PEM setup is rotation of the sample about the optic axis of the IR beam. With this
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setup, both sources of linear birefringence, LBð�nÞ and LB0ð�nÞ, associated with the sample cell are

averaged to zero over the course of the measurement, and this yields a VCD baseline that is identical

with the baseline of the spectrometer with the same optical aperture and no optical elements between

the two PEMs. As mentioned above, the dual-PEM FT-VCD spectrometer, both theoretically and

experimentally, can be set to eliminate all remaining sources of LB and LB0 both before and after

the two PEMs. The optical arrangement for the Mueller analysis to be described below is given in

Figure 6.15.

The proof of this method can derived directly from a Mueller matrix analysis that includes a

description of the sample matrix in Equation (6.38) as a function of orientation angle,

MSðuÞ¼10�A

1 0 0 CD

0 1 CB �LBcos2u�LB0 sin2u
0 �CB 1 LB0 cos2uþLB sin2u
CD LBcos2uþLB0 sin2u �LB0 cos2uþLBsin2u 1

0
BB@

1
CCA ð6:86Þ

Equation (6.38) is recovered if the angle u¼0�. If this matrix is then averaged over all orientation

angles as was done for the rotation HWP in Equation (6.79), one can write

MRS¼
ð2p
0

MSðuÞdu¼10�A

1 0 0 CD

0 1 CB 0

0 �CB 1 0

CD 0 0 1

0
BB@

1
CCA ð6:87Þ

This eliminates through first order all artifacts arising from linear birefringence from the sample. The

action of the dual-PEM then eliminates all remaining linear birefringent sources and theVCD intensity

at the detector is again given by the finalVCD intensity inEquation (6.85). The detector signal has only

pure VCD intensity at the fundamental PEM frequency with no surviving artifact terms due to linear

birefringence that may be present in the sample and throughout the optical train,

IDð�nÞ ¼ D að Þ�MLB2ð�nÞ�MPEM2ð�nÞ�MRSð�nÞ�MPEM1ð�nÞ�MPð0�Þ�S0ð�nÞ

¼ D að Þ�S6ð�nÞ¼ IDCð�nÞ
2

1þ2J1 a0
M1ð�nÞ

� �
CDð�nÞ�2J2 a0

M2ð�nÞ
� �

CBð�nÞ� � ð6:88Þ

The circular birefringence (VCB) can be measured at twice the PEM frequency and is proportional

to 2J2ðaM1Þ as described in Section 6.2.4.

6.5.5 Direct All-Digital VCD Measurement and Noise Improvement

Recently, it has become possible to measure dual-PEM FT-VCD without any conventional lock-in

amplifiers, as described above for the ChiralIR-2X. Taking advantage of high-speed digital signal

processing, the signal from the preamplifier is directly digitized and subsequently the DC, AC1,

FT-IR, λ P PEM1  RSC DPEM2 LB2

Figure 6.15 Optical diagram for dual-PEM rotating sample cell FT-VCD with light path (solid lines)
consisting of an FT-IR spectrometer with broadband infrared radiation (l), a linear polarizer (P), PEM1, a
rotating sample cell (RSC), PEM2, an second source of linear birefringence (LB2), and a detector (D)
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and AC2 interferograms are isolated using software. Numerical filtering further reduces out-of-band

noise and extraneous harmonics of the modulation frequencies.

6.5.6 Femtosecond-IR Laser-Pulse VOA Measurements

Early in 2009, two new techniques for measuring VCD and also VCB (VORD) were reported using

heterodyned femtosecond IR laser pulses. These new methods of VCD/VCB take measurements that

occur within the femtosecond time window of the IR pulse and can either measure time-independent

spectra or time-resolve spectra using a gated pump pulse to prepare the sample in a suitable pre-kinetic

state, such as an excited electronic state of some type. In one approach, laser heterodyning is achieved

by self-heterodyning orthogonally polarized components of elliptical polarization modulation of the

IR laser pulses (Helbing and Bonmarin, 2009). Here, the minor axis component of the elliptically

modulated radiation is heterodyned with the chiral depolarization of the major component of the

elliptically polarized component of the IR beam. The principal advantage of thismethod is that the two

orthogonally polarized components of the laser beam both follow the same optical path and are locked

in-phasewith one another. Aminor change in the optical arrangement allows conversion fromVCD to

CD
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Figure 6.16 (a) The effect of mirror-image chiral molecular samples on a state of pure linearly polarized
radiation creating both VCD and VORD (VCB) of opposite signs that are 90 � out of phase with respect to
one another. (b) The laser optical heterodyning method of simultaneous VCD and VORD measurement
where an initial femtosecond IR broadband pulse is first divided at BS1 into reference and sample beams
that are linearly polarized by LP0 and LP1. An additional polarizer placed after the sample allows isolation
of the chiral responses of the sample shown in (a) when the sample and reference beams are time delayed
relative to each other and combined as time-dependent waveforms by the beamsplitter BS2. The
waveforms interfere and are dispersed in frequency by a monochromator (MC) and detected by an IR
detector D. The detector signal is time-base Fourier transformed where the real and imaginary parts are
the VORD and VCD spectra, respectively. Reproduced with permission from the Nature Publishing
Group (Rhee et al., 2009b)
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VCB measurement. The VCD or VCB spectra are obtained as time-base Fourier transforms of the

heterodyned intensity at the detector, which ismeasured onewavenumber band at a time by scanning a

monochromator. Preliminary VCD measurements in the CH stretching were reported.

In a different approach, there is no polarization modulation. Instead the IR laser pulse is first divided

into two beams. One beam acts as a reference and is directed around the sample through a polarizer

while the signal beampasses through a linear polarizer, the sample, and a second polarizer aligned either

parallel or perpendicular to the first polarizer. The chiral sample creates a small orthogonally polarized

component that is time-delayed and heterodyned with the reference beam (Rhee et al., 2009b). The

basic concepts underlying this measurement method are illustrated in Figure 6.16.

In this situation theVCDandVCBare simultaneously available as the real and imaginary parts of the

heterodyned detector intensity. As with the self-heterodyning method, the setup allows for either time-

independent measurements of VCD and VCB or the optical setup is easily modified to initiate a

photochemical event with a pump laser and to then probe the systemwith femtosecond time resolution

using the same detection scheme as that for static measurements. The quality of the VOAmeasurement

depends heavily on the quality of the polarizers used in initial polarization division of the beam.The first

simultaneousmeasurements ofVCD andVCBusing this techniquewere reported for the CH-stretching

region with calcite polarizers. Subsequently, a new design of reflective Brewster’s angle germanium

polarizers permitted extension of measurements into the mid-IR region (Rhee et al., 2009a). A further

improvement of the method was recently reported in which a multi-channel IR detector eliminated the

need to scan the heterodyne detector signal with a monochromator over wavenumber spectral locations

for several different regions of the IR (Rhee et al., 2010).
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7

Instrumentation for Raman
Optical Activity

Instrumentation for the measurement of ROA is more sophisticated, more varied, and generally

more expensive than instrumentation for VCD. Most of the additional expense comes from the more

expensive light source, a high-powered laser versus a black-body glower, and a more expensive

detector, a cooled multi-channel, charge-coupled device (CCD) detector with an electronic interface

versus a cooled single-element detector with a preamplifier. Because of the more complex theory of

ROA compared with VCD, ROA invites a much wider variation in instrumental setup to measure the

numerous theoretically distinct forms of ROA intensity. In Chapter 5 on the theory of ROA, it was

explained that there are eight distinct forms of conventional, linear (versus non-linear) ROA compared

with one invariant and two forms of infrared VOA, the rotational strength associated with both VCD

and VCB. In this chapter, we describe the instrumental setups for measuring all four forms of circular

polarization (CP) ROA and discuss briefly the prospects for the measurement of any of the four forms

of linear polarization (LP) ROA.

7.1 Incident Circular Polarization ROA

Incident circular polarization ROA, or ICP-ROA, is the original form of ROA first measured in 1973

(Barron et al., 1973). The basic idea is to modulate the incident laser radiation between right and left

circular polarization states in a square-wave duty cycle and accumulate Raman scattering counts

separately in two digital storage channels, one for RCP and the other for LCP. The sum of both

channels is the ICP-Raman spectrum and the difference of RCP minus LCP counts is the ICP-ROA

spectrum. The energy-level diagram and defining equations for the measurement of ICP-Raman and

ICP-ROA, summarized from Chapter 1, are presented in Figure 7.1.

Comparison of measured and calculated ROAmust take into account the enantiomeric excess (ee)

of the sample defined in Chapters 1 and 3. For most natural biological samples, such as proteins,

nucleic acids, and carbohydrates, this is not an issue due to the homo-chirality of our biosphere, in
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which case the ee equals 1. The molecular property associated with Raman and ROA intensity is

expressed in terms of the differential Raman and ROA cross-sections, dsaðuÞ=dV and DdsaðuÞ=dV,

respectively, defined in Chapter 1. The cross-sections have units of area per solid angle V and are

defined for light collected in a cone of angle u about a specified direction, such as 90� right-angle

scattering or 180� backscattering. These differential cross-sections can be related to the experimen-

tally measured intensities and their corresponding theoretical expressions developed in Chapter 5 by

the relationships

dsaðuÞ=dVð Þaev 0;ev ¼
1

I0NCV
Iað Þaev 0;ev ð7:1Þ

DdsaðuÞ=dV½ �aev 0;ev ¼
1

I0NCVðeeÞ DIað Þaev 0 ;ev ð7:2Þ

where I0 is the incident laser intensity, N is Avagadro’s number, C is the molar concentration of the

sample, and V is the laser illumination volume in the sample. The total Raman or ROA cross-section

for light scattered in all directions can be obtained by integrating the differential cross-section over the

4p stereradians of a sphere as:

sað Þaev 0;ev ¼
ðp

0

ð2p

0

�
dsaðuÞ=dV

�a
ev 0;evdV ð7:3Þ
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Figure 7.1 Energy-level diagram and basic definitions of ICP-Raman and -ROA for a Raman transition
between vibrational states 0 and 1 of the ground electronic state, g, for normal mode a. The scattered light is
unpolarized or in a fixed state of linear polarization, a, having no circular polarization content
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Dsað Þaev 0;ev ¼
ðp

0

ð2p

0

�
DdsaðuÞ=dV

�a
ev 0;evdV ð7:4Þ

where the solid angle, as defined conventionally, is dV ¼ sin ududf.

7.1.1 Optical Block Diagram for ICP-Raman and ROA Scattering

The measurement of ICP-Raman and ROA is illustrated in Figure 7.2. This diagram is kept as

general as possible to encompass the various designs for the implementation ICP-ROA measurement

that have taken place since the early 1970s. Light from a laser is linearly polarized with a polarizer

(P). In many instances the output of the laser is already highly polarized, in which case the polarizer

simply cleans up the polarization to ensure that the beam is as close to 100% linearly polarized as

possible. Next the laser light is polarization modulated (PM) in a square-wave fashion between right

(R) and left (L) circular polarization states. This is typically accomplished with an electro-optic

modulator where the retardation voltages can be adjusted independently to achieve RCP and LCP

states of near perfect circularity, or �90� phase retardation of the linearly polarized beam.

Polarization modulation is followed by polarization conditioning (PC), to be discussed further

below, that achieves in a time-averaged sense equal intensities of incident RCP and LCP radiation

free of any linear polarization components. Because ROA is measured in the visible region of the

spectrum, the major source of noise is so-called photon noise or shot noise. This noise for any signal

is equal to the square root of the number of photo-electron counts measured. As such, there is no

noise advantage to rapid polarization modulation, as is the case of infrared VCD where the major

source of noise is background detector noise, independent of the radiation intensity. The square-wave

polarization modulation in an ICP-ROA measurement is the in range of ten to a few hundred Hz

(cycles per second) at most.

Once polarization modulation has been achieved, the beam is directed to the sample for Raman

scattering. In Figure 7.2, two possible sample positions, backscattering (S180) or right-angle

(S90) scattering are illustrated. In the case of backscattering, two further strategies have been

Laser, λ0 P PM

S90/180 

S180

AP 

R L

CCD
SPECTROA

Raman

M

PC

PS/PC

Figure 7.2 Instrument block diagram for the measurement of ICP-Raman and -ROA showing the optical
components, polarizer (P), polarization modulator (PM), polarization conditioning optics (PC), sample
positions (S), mirror used for backscattering (M), optional analyzing polarizer (AP), polarization scrambling
or conditioning optics (PS/PC), spectrograph (SPECT), and charge-coupled device (CCD) detector
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implemented. The first is illustrated where the laser beam passes through a small hole in the back

side of a 45�-angle mirror (M), and the back-scattered light is reflected at right angles by the mirror

and sent down the optical rail for the scattered light (Hecht et al., 1992a). The other backscattering

strategy is to use a small mirror or reflecting right-angle prism at M to direct the laser beam to the

sample position currently labeled S90/180 (Nafie and Che, 1994; Che et al., 1991). Nearly all of

the backscattered light passes around the small mirror or prism, and then continues along the

scattered-light rail. The final strategy illustrated is right-angle scattering. For this measurement,

the mirror or prism is removed, and the sample S90/180 is moved along the dashed line in the figure

such that laser light enters directly into the sample cell and is scattered at right angles along the

scattered-light rail (Hecht et al., 1992b).

For all ICP measurements, one seeks to measure the scattered Raman intensities with either no

polarization or with some specified state of linear polarization without any circular or elliptical

polarization content. In the case of unpolarized ICP scattering intensity, the polarization state of the

scattered light needs to be scrambled (PS) or averaged over time to zero in a manner similar to the

polarization conditioning (PC) of the laser radiation described above. PS can be achieved with a Lyot

depolarizer that spatially scrambles the polarization (Hecht et al., 1992a), while PC is carried out by a

rotating half-wave plate that averages linear polarizations states to zero (Hug, 2003) as demonstrated

previously by the expression for the Mueller matrix for a rotating half-wave plate given in Equation

(6.80). If desired both strategies can be implemented.

For the measurement of the vertically or horizontally polarized components of the scattered

light, one must include an analyzing polarizer (AP) before the PS or PC step. Once these

polarization conditioning steps have been completed, the scattered light may be brought to the

spectrograph (SPECT), dispersed by a grating onto a charge-coupled device (CCD) detector, and

processed into ICP-Raman and -ROA spectra, as indicated in Figure 7.2. The most efficient

spectrographs possess a holographically ruled transmission grating, obtained from Kaiser Optical

Systems, Inc., that achieves close to 80% average quantum efficiency over all polarization states,

and a back-thinned, cooled CCD, which also achieves well above 80% quantum efficiency in the

visible region of the spectrum.

7.1.2 Intensity Expressions

Intensity expressions of ROA for common experimental setups were given previously in Chapter 5.

Here we discuss these intensity expressions for ICP-Raman and -ROA scattering in the context of the

instrumental setup used for their measurement. The original form of ROA, used in the experimental

discovery of ROA, is depolarized right-angle scattering,

ICPD-ROA ð90�Þ: IRz 90�ð Þ� ILz 90�ð Þ ¼ 4K

c
6b G 0ð Þ2 � 2b Að Þ2
h i

ð7:5Þ

ICPD-Raman ð90�Þ: IRz 90�ð Þþ ILz 90�ð Þ ¼ 2K 6b að Þ2
h i

ð7:6Þ

To measure this form of ROA, the laser light is sent directly to the sample cell without mirror

reflection, as discussed above for Figure 7.2. One then inserts an analyzing polarizer (AP) into the

scattered light beam immediately after the sample in the z-direction that is oriented parallel to the

yz-plane of scattering, where the geometry of the scattering experiment is illustrated in Figure 5.1 in

Chapter 5. The direction of this polarization state is perpendicular to the xy-plane of the circular

polarization state of the incident light and is a completely depolarized formofRaman scattering, as can

be seen by the absence of any isotropic ROA and Raman invariants, as described in Chapter 5.
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A closely related form of ROA is right-angle polarized ICP. This is measured simply by rotating

the AP by 90� such that the scattered light collected is polarized perpendicular to the plane of

scattering. The intensity expressions for this form of ROA are:

ICPP-ROA ð90�Þ: IRx 90�ð Þ� ILx 90�ð Þ ¼ 4K

c
45aG 0 þ 7b G 0ð Þ2 þb Að Þ2
h i

ð7:7Þ

ICPP-Raman ð90�Þ: IRX 90�ð Þþ ILX 90�ð Þ ¼ 2K 45a2 þ 7b ~að Þ2
h i

ð7:8Þ

where the polarized nature of the scattered light is seen most clearly in Equation (7.8) Here the

isotropic Raman invariant is present and the depolarization ratio, defined in Chapter 2, is 6/7 for

depolarized vibrational bands. This form of ROA has beenmeasured only a few times due to its higher

susceptibility to polarization artifacts (Hug and Surbeck, 1979).

Following the demonstration of backscattering ROA, the form of ICP scattering that has beenmore

recently employed almost exclusively is unpolarized backscattering. To measure this form of ROA, a

backscattering geometry is selected in Figure 7.2, either the one with a hole in a right-angle mirror or

the one with a small reflecting right-angle prism. No analyzing polarizer is used, and the polarization

content of all the scattered light is removed by PS, PC, or both. The intensity expressions for this form

of ICP scattering are given by:

ICPU-ROA ð180�Þ: IRU 180�ð Þ� ILU 180�ð Þ ¼ 8K

c
12b G 0ð Þ2 þ 4b Að Þ2
h i

ð7:9Þ

ICPU-Raman ð180�Þ: IRU 180
�� �þ ILU 180�ð Þ ¼ 4K 45a2 þ 7b að Þ2

h i
ð7:10Þ

The unpolarized ICP Raman scattered intensity here is the same, but larger by a factor of two,

compared with that obtained with right-angle polarized ICP scattering in Equation (7.8). On the other

hand, aside from a much larger magnitude, the backscattered ROA intensity is close to, but somewhat

different from, that obtained with depolarized ICP-ROA in Equation (7.5). These similarities and

differences will be described briefly in the following section.

7.1.3 Advantages of Backscattering

The first backscattering ROA spectrometer was built and described in the early 1980s (Hug, 1982),

however this instrument was destroyed by fire and never used for routine application. The idea of

backscattering ROA was resurrected a number of years later by collaboration between Hug and

Barron where the advantages of backscattering ROA, along with multi-channel detection with a

CCD detector, were brought to fruition (Barron et al., 1989). Ever since this second publication of

backscattering ROA, the vast majority of ROA measurements have been carried out in back-

scattering geometry.

The principal advantage of backscattering is one of intensity. Comparison of Equations (7.10)

and (7.8) shows an advantage by a factor of two favoring backscattering over polarized right-angle

scattering, all other variables being equal, such as the cone-angle of light collection and incident laser

intensity. Thus, twice as many photons are collected in backscattering compared with the same

spectrum in right-angle scattering during the same period of measurement. In addition, if

one compares the two ROA invariants appearing in backscattering ROA in Equation (7.9) with the

corresponding invariants in depolarized right-angle ROA in Equation (7.5), one sees that back-

scattering is favored by a factor of four. Therefore, in backscattering not only is the parent Raman
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intensity twice as intense as right-angle scattering, but the ROA invariants are twice as intense relative

to the Raman invariants in backscattering,making the net effect a factor of four.While the relative sign

of the magnetic dipole and electric quadrupole ROA invariants for a given ROA band are not known,

simple models, and most often in quantum calculations, predict they have the same sign. If this is true,

then backscattering has even a third advantage. The magnetic dipole and electric quadrupole ROA

invariants appear with the same sign in backscattering ROA and opposite (canceling) signs in right-

angle ROA scattering.

Backscattering ROA carries yet another type of advantage. This is associated with artifacts

arising from the incomplete control of circular polarization. If for right-angle scattering the RCP and

LCP components of the incident laser radiation have small undesired components of orthogonal

linear polarization states, then a large artifact intensity is present in the measured ROA due to the

ordinary Raman depolarization ratio, even if the scattered light has no linear or circular polarization

intensity. This is because one of the two small orthogonal linear polarization states of the incident

radiation may have a different orientation relative to the plane of scattering, which is the basis of a

depolarization ratio measurement. On the other hand, if the experimental geometry is backscat-

tering, artifacts arising from the depolarization ratio are not encountered as easily. In particular, if all

polarization is removed from the scattered radiation in backscattering any pair of orthogonal linear

polarization states associated with the circular polarization modulation have no difference in their

contribution to the scattered intensity and hence cancel in the ROA measurement. This because in

backscattering there is no plane of polarization, and the only way tomeasure a depolarization ratio is

by the difference in intensity for orthogonal linear polarization states relative to a fixed linear

polarization discrimination in the scattered beam that favors one incident linear polarization state

over the other. If there is no linear polarization (or circular polarization bias) in the optical

components of the scattered beam before the CCD detector, then no depolarization artifacts can

occur. Nevertheless, complete elimination of linear polarization bias is difficult to achieve

completely and for strongly polarized bands, artifact control in any form of ROA is still the most

challenging part of the measurement.

7.1.4 Artifact Suppression

For ICP-ROAmeasurement, artifact suppression involves control of the circular polarization balance

between RCP and LCP states of the incident radiation and elimination of all polarization states in

the scattering beam prior to detection.

Control of the balance between RCP and LCP states is most directly accomplished by adjusting the

voltages of the polarizationmodulator, PM in Figure 7.2, so that circular polarization states are created

with as small a linear polarization content as possible. While this can be achieved in principle, the

tolerances for departure from the pure circular state are very small before artifacts begin appearing in

the ROA spectrum. In addition, small optical changes in the PM or other optical components between

the PM and sample, due temperature or other intangible causes, can occur within days or even hours,

requiring re-adjustment of the PM settings.

An alternative approach is to carry out an initial optimization of the alignment and PM settings after

which a stage of polarization conditioning, indicated by PC in Figure 7.2, is carried out.

The conditioning involves a two-stage use of half-wave plates to first eliminate linear polarization

content from both RCP and LCP states followed by use of a second half-wave plate to interchange the

RCP and LCP polarizations states, such that any difference in intensity between them is time-averaged

to zero (Hug, 2003). The first step is achieved by a rotating half-wave plate, which, as we have seen

from its Mueller matrix in Chapter 6, averages to zero all linear polarization states over time and also

interchanges LCP and RCP states. The second step involves carrying out ICP modulation cycles first

with a half-wave plate out of the beam followed by the half-wave plate inserted in the beam.
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The computer controlling the instrument and its various optical functions and detector read-outs

keeps track of whether RCP or LCP is present at the sample and stores the Raman counts in an

appropriate register, such that at the conclusion of the measurement all the counts for LCP incident

radiation can be subtracted from those with RCP incident on the sample. In this way any linear

polarization content or subsequent inequality of the intensity of the laser light reaching the sample is

automatically compensated, even if changes in optical conditions are gradual over the course of the

ROA spectral collection.

The elimination of polarization content of the scattered light can be addressed by twomethods, both

of which are illustrated in Figure 7.2. In the first, a polarization scrambling device called a Lyot

depolarizer is inserted in the scattered beam. Radiation that passes through the Lyot depolarizer at

slightly different angles experiences sharply different degrees of polarization retardation. The

scattered light is collected over a wide cone angle and hence any polarization content of the beam

as a whole is scrambled spatially to a very large degree. The details of the operation of this device for

ROA measurements have not been published other than it is claimed to be effective in reducing

artifacts due to polarization effects in the scattered beam (Hecht et al., 1992a).

An alternative strategy to eliminate the polarization states of the scattered beam is similar to the

PC operations used to balance the CP state of the incident beam. In this method, a rotating half-

wave plate is inserted into the beam to average to zero over time any linear polarization content of

the scattered light. Next, a half-wave plate is used that is either in or out of the beam during equal

time periods of the LCP and RCP illumination cycles. The purpose of the alternating half-wave

plate is to remove completely any circular polarization bias that may exist in the scattered light

collection optics between the sample and detector. It is very important that the true Raman

intensities scattered with RCP and the LCP light incident on the sample are detected at the CCD

without any CP distortion.

The net effect of the use of half-wave plates in the incident and scattered beam is to make the

entire ROA instrument from laser to CCD automatically CP neutral so that the true ROA

intensity originating at the molecular level within the sample is measured by the spectrometer

without any distortion of the ROA spectrum that originates at the sample. Without some form of

automated self-correcting optical routines, the typical measurement of ROA without distortion is

difficult to achieve. For the methods described above, modulation cycles for the rotation and

circulation of the half-wave plates must be devised that are both efficient and non-interactive

between components.

7.2 Scattered Circular Polarization ROA

Scattered circular polarization (SCP) ROA, is the second form of ROA to be measured (Spencer

et al., 1988), and is the form of ROA used in the first and to date only commercially available ROA

spectrometer. The basic idea is to use unpolarized or linearly polarized incident laser radiation that is

completely devoid of any circular polarization component. Right and left circular polarization states of

the scattered light are separatelymeasured and either summed to produce the SCP-Raman spectrum or

subtracted (RCP minus LCP) to produced the SCP-ROA spectrum. SCP-ROA had been predicted

before the experimental discovery of ROA, when it was determined theoretically that an ROA

spectrum is also present as the degree of circularity in the scattered radiation, where it was correlated to

a single right or left elliptical polarization state of the radiation at each point in the Raman spectrum

rather than as a difference between RCP and LCP intensity of the scattered beam (Barron and

Buckingham, 1971). Of course, these are equivalent ways of thinking about SCP-ROA, but the second

concept carries with it a clear procedure for its measurement. The energy-level diagram and equations

defining the measurement of SCP-Raman and SCP-ROA analogous to Figure 7.1 for ICP are given

below in Figure 7.3.
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7.2.1 Measurement of SCP-ROA and Raman Scattering

Themeasurement of SCP-ROAwas first achieved using a right-angle scattering geometry and in-plane

linearly polarized incident radiation, a depolarized Ramanmeasurement (Spencer et al., 1988). In this

experiment, incident radiation propagating in the z-direction was polarized along the y-axis, and

scattered light was collected at 90� along the y-axis thus forming an yz-plane of scattering and an

xz-plane of scattered circular polarization, as can be visualized in reference to Figure 5.1 in Chapter 5.

Thus the incident polarization state is perpendicular to any instantaneous polarization state of the

scattered light and the scattering is therefore depolarized. The theoretical expressions for SCP-ROA

and SCP-Raman intensity in the far-from-resonance (FFR) approximation are given by:

SCPD-ROA ð90�Þ: I
y
R 90�ð Þ� I

y
L 90�ð Þ ¼ 4K

c
6b G 0ð Þ2 � 2b Að Þ2
h i

ð7:11Þ

SCPD-Raman ð90�Þ: I
y
R 90�ð Þþ I

y
L 90�ð Þ ¼ 2K 6b að Þ2

h i
ð7:12Þ

This is the same combination of ROA and Raman invariants as given for depolarized right-angle ICP-

ROA and Raman given in Equations (7.5) and (7.6).

The SCP-ROA spectrum was measured, in direct analogy to ICP-ROA, as the difference in the

alternately measured intensity of RCP and LCP Raman scattered radiation. The orthogonal RCP and

LCP states of the scattered radiation were first converted into orthogonal linearly polarized states by a

zeroth-order quarter-wave plate (QWP) that was optimized for quarter-wave retardation in the middle

of the Raman spectrum. One of the linear polarization states was selected by an analyzing polarizer
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Figure 7.3 Energy-level diagram and basic definitions of SCP Raman and ROA for a Raman transition
between vibrational states 0 and 1 of the ground electronic state, g, for normal mode a. The incident light is
unpolarized or is in a fixed state of linear polarization, a, having no circular polarization content
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(AP), thereby isolating intensity originating in a particular state of circular polarization, such as RCP.

The opposite circular polarization, LCP, was then selected by rotating the QWP by 90� while keeping
the orientation of the AP fixed. Thus, RCP and LCP intensities of the scattered radiation were

measured sequentially and separately using the same state of linear polarization incident on the

spectrograph and detector.

Approximately a decade later, Hug proposed amethod formeasuring the various forms of CP-ROA

that included the measurement of SCP-ROAwith simultaneous collection of RCP and LCP scattered

radiation (Hug andHangartner, 1999). This was accomplished by first converting orthogonal CP states

into orthogonal LP states, as in the original SCP-ROA measurements, followed by a polarization

beamsplitting cube (BSC) to spatially separate the two LP states. These two beams were then focused

into separate fiber-optic bundles each consisting of 31 fibers in a 1–6–12–12 concentric honeycomb

pattern with a central fiber, surrounded by 6 fibers, surrounded by 12 fibers and a final set of 12 more

fibers. The two sets of 31 fibers from the two beams were transformed into a single curved linear array

of 62 fibers that formed effectively the entrance slit of the ROA spectrograph. The upper 31 fibers

carried the intensity of one sense of CP while the lower 31 fibers carried the intensities of the opposite

CP state. Finally, the radiation from the linear array of fibers was dispersed by the spectrograph and

imaged on to the CCD detector. In this way RCP and LCP scattered radiation were simultaneously

recorded without the need to modulate alternately between the measurement of RCP and LCP

intensities. The curvature of the linear array of 61 input fibers compensated for a natural curvature

associated with the spatial dispersion of the spectrograph, such that each wavelength is imaged at the

CCD as a straight vertical column of a single narrow band of wavelengths.

7.2.2 Optical Block Diagram for SCP-Raman and ROA Measurement

A general optical diagram illustrating the measurement of SCP-ROA is given in Figure 7.4. Radiation

from the laser is first polarized (P) and sent through a set of polarization conditioning (PC) optics.
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Figure 7.4 Instrument block diagram for the measurement of SCP-Raman and SCP-ROA. CP to LP refers to
the conversion of circular polarization into linear polarization and LPS/BSC is either a linear polarization
selector or a linear polarization beam splitting cube
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These consist of a rotating half-wave plate (HWP) to eliminate over time all linear polarization states

followed by an HWP that is in the beam half the time and out of the beam the other half. Any residual

circular polarization present on the beam is reduced to zero by the action of this second step of PC.

Thus the radiation arriving at the sample has no net linear or circular polarization when averaged over

time, and hence the beam is effectively unpolarized. If a particular polarization state is desired for the

incident radiation beam, the PC optical stage can be removed or modified. Next, the incident laser

radiation is directed to the sample as illustrated in either the right-angle or the backscattering geometry.

For the backscattering geometry option in Figure 7.4, the incident radiation is reflected off the diagonal

surface of a small right-angle prism. The backscattered radiation passes around the prism, with only a

few per cent loss due to blockage, and is directed down the scattered-radiation optical rail. In the case

of right-angle scattering, the prism in removed and the sample ismoved to the prismpositionwhere the

light scattered at right-angles is directed down the optical rail. The orthogonalCP states of the scattered

radiation are converted into orthogonal LP states by a quarter-wave plate. These LP states are either

selected (LPS) by an analyzing polarizer for separate measurement of the intensities for RCP and

LCP radiation, or they are separated by a beam splitting cube (BSC) for simultaneous measurement

of RCPandLCP intensities as described above. Once spectral accumulation ofRCPandLCP scattered

radiation is achieved, the corresponding Raman and ROA intensities can be obtained by adding or

subtracting these two spectral accumulations

7.2.3 Comparison of ICP- and SCP-ROA

We have already seen that in the FFR approximation the intensities for ICP and SCP-ROA are the

same. Initially, however, SCP-ROA had some practical disadvantages relative to ICP-ROA. These

were that: (i), the incident laser radiation is typically highly polarized making unpolarized SCP

measurements difficult to achieve, whereas the measurement of unpolarized ICP-ROA is straight-

forward; (ii) the separation of the scattered light into orthogonal circular polarization states can be

done exactly only at one scattered radiation frequency and only close to exact elsewhere in

the spectrum, whereas CP modulation of the incident radiation in ICP is exact as it takes place at

the single laser radiation frequency; and (iii) if the selection of RCP and LCP scattered radiation is

carried out in square-wave modulation form, then one rejects approximately half (the unmeasured

orthogonalCP state) of the scattered light at all times during this process. The advent of theHug design

for ROA instrumentation, discussed in the previous section, overcomes the first and third of these

concerns for SCP-ROA measurement. A direct and efficient method of eliminating over time all

polarization modulation on the incident radiation beam is included in a polarization condition stage

(PC) and bothRCPandLCP scattered radiation intensities aremeasured simultaneously using the dual

fiber optic collection system. The second concern is relatively minor and can be corrected by a mild

weighting function that increases by less than a few per cent the measured ROA intensity away from

the frequencyof exact circular to linear polarization conversion by a zeroth-orderQWPoptimized near

the middle of the Raman spectrum.

With the technical advances of unpolarized incident laser radiation and simultaneous collection and

measurement of RCP and LCP scattered intensities, the SCP analogue of unpolarized ICP back-

scattering, given inEquations (7.9) and (7.10), can bemeasuredwith the sameoverall efficiency as ICP

and is given by:

SCPU-ROA ð180�Þ: IUR 180�ð Þ� IUL 180�ð Þ ¼ 8K

c
12b G 0ð Þ2 þ 4b Að Þ2
h i

ð7:13Þ

SCPU-Raman ð180�Þ: IUR 180�ð Þþ IUL 180�ð Þ ¼ 4K 45a2 þ 7b að Þ2
h i

ð7:14Þ
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As in ICP scattering, the backscattered Raman intensity is the same as the standard polarized right-

angle Raman spectrum using unpolarized or circularly polarized incident radiation, and the ROA

spectrum involves only depolarized ROA invariants.

With the new SCP-ROA design of simultaneous measurement of RCP and LCP scattered

intensities, SCP enjoy two closely related advantages not present in ICP-ROA measurement. The

first is the absence of a need to modulate the polarization state between RCP and LCP. Thus, there are

no electronics required to switch theCP states. TheROA spectrum simply accumulates in timewithout

modulation. The absence of a polarization modulation mechanism simplifies somewhat the con-

struction of the modern SCP-ROA spectrometer. Secondly, and perhaps more importantly, because

both RCP and LCP scattered radiation are measured simultaneously from the same laser focal volume

at the same instance of time, fluctuations in the laser intensity and any other transient fluctuation in the

sample volume, for example a dust particle in the laser beam, are canceled upon subtraction of LCP

intensity from RCP intensity to form the SCP-ROA spectrum.

7.2.4 Artifact Reduction in SCP-ROA Measurement

Essentially, automated artifact reduction in SCP-ROA is similar to that for ICP-ROA although there

are some differences arising from the simultaneous detection of RCP and LCP scattered intensities.

The artifact reduction occurs in two stages. Rotating and alternating insertion and removal of half-

wave plates first eliminate, respectively, the linear and circular polarization content of the laser beam,

aswas carried out for the scattered beam in ICP-ROA. For the scattered beam in the SCPmeasurement,

the true ROA intensity is preserved while artifacts from optical sources are eliminated. Initially any

linear polarization components on the scattered beam are eliminated by a rotating half-wave plate. Net

linear polarization induced in the scattered radiationmay be present to different extents in theRCPand

LCP polarization states. These are then eliminated by inserting, for half of the collection time, a half-

wave plate, thereby measuring the RCP radiation either as RCP with the HWP out or as LCP with the

HWP in the beam. This neutralizes any CP bias of the instrument detection optics beyond the optical

location of the HWP insertions. The conversion from CP to LP radiation is achieved effectively by a

QWP device. Because there are different throughput efficiencies for vertical and horizontal polar-

ization states in the polarization beam splitting cube, these LP states are switched for RCP and LCP by

interchanging the fast and slow axes of the QWP. As in the case of ICP-ROA, these rotating and

position-modulated HWPs serve first to remove all polarization content in the incident beam and

neutralize as much as possible any CP bias that may exist along the optical and detection pathway of

the scattered beam.

7.3 Dual Circular Polarization ROA

There are two forms of dual circular polarization (DCP) ROA, the in-phase or DCPI-ROA and the out-

of-phase or DCPII-ROA. The energy-level diagrams and definitions of these two forms of ROA are

illustrated in Figure 7.5. Because Raman scattering is a single two-step quantum process with

correlation between the incident and scattered photons, DCPI- and DCPII-ROA spectra are in general

not simply the sum and difference of the corresponding ICP- and SCP-ROA spectra. Considering all

four forms of CP-ROA, one can conclude that DCPI-ROA has by far the highest intensity of ROA

relative to its associated Raman intensity. Furthermore, DCPII-ROA typically has the least ROA

intensity relative to its parent Raman intensity, but is extremely sensitive to the breakdown of the FFR

approximation as DCPII-ROA vanishes in the FFR limit.

In most respects, DCPI-ROA backscattering is the ultimate of all ROA measurements. In the FFR

approximation, backscatteringDCPI yields the full intensity of ICP or SCPunpolarized backscattering

ROA, but with far fewer photons, as the simultaneous selection of the CP states of the incident and
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scattered beams allows only depolarized scattering to be detected. As seen in Equations (7.15)

and (7.16) only one anisotropic Raman invariant is needed to describe the Raman scattering and two

anisotropic ROA invariants are needed for the ROA,

DCPI-ROA ð180�Þ: IRR 180�ð Þ� ILL 180�ð Þ ¼ 8K

c
12b G 0ð Þ2 þ 4b Að Þ2
h i

ð7:15Þ

DCPI Raman ð180�Þ: IRR 180
�� �þ ILL 180�ð Þ ¼ 4K 6b að Þ2

h i
ð7:16Þ

The absence of the isotropic Raman invariant dramatically reduces the susceptibility of the ROA to

optical artifacts. The only drawback of DCP-ROA measurement is the additional instrumental

complexity, compared with either ICP- or SCP-ROA, needed to measure the spectra, as described

in the next section. For completeness, we also provide the corresponding DCPII-ROA and Raman

backscattering intensities in the FFR limit:

DCPII-ROA ð180�Þ: IRL 180�ð Þ� IRL 180�ð Þ ¼ 0 ð7:17Þ

DCPII-Raman ð180�Þ: IRL 180�ð Þþ IRL 180�ð Þ ¼ 4K 45a2 þb að Þ2
h i

ð7:18Þ

DCPII-Raman backscattering is an extreme form of polarized Raman scattering dominated

by the isotropic Raman invariant with only a very small contribution from the anisotropic

invariant. For backscattering ROA, ICP- and SCP-Raman and ROA, unpolarized intensities are

simply the sum and difference of the corresponding DCPI and DCPII intensities. In the FFR

approximation, the DCPII-Raman intensity is the additional empty (no ROA) Raman intensity

that must be measured in ICP or SCP unpolarized backscattering that is not needed, and hence

does not contribute to additional noise, artifacts, and polarized fluorescent background in DCPI-

ROA measurements.
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Figure 7.5 Energy-level diagram and basic definitions of DCPI- and DCPII-Raman and -ROA for a Raman
transition between vibrational states 0 and 1 of the ground electronic state, g, for normal mode a
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7.3.1 Optical Setups for DCP-ROA Measurement

There are two distinct optical block diagrams for themeasurement of DCP-ROA. The simplest and the

first used for DCP-ROA measurements is configured such that the same optical elements are used to

create the incident circular polarizationmodulation and to select the desired circular polarization state

of the scattered radiation. The setup can only be used for a backscattering geometry. For setups with

other scattering geometries, the synchronous modulation between RCP and LCP in the incident and

scattered beams must be carried out with separate optics.

This first backscattering setup is illustrated in Figure 7.6. Here the laser radiation is placed in a pure

vertical or horizontal linear polarization state and directed to a reflection off a small right-angle prism

as described above for ICP and SCP backscattering ROA.After the prism, the radiation passes through

a quarter-wave plate, with fast and slow axes at�45� that can be rotated between positions that differ
by 90� to produce either RCP or LCP. This step is represented by the conversion between LP and CP

states of light by LP$CP in Figure 7.6. The backscattered radiation is collected by a lens and returned

through the QWP converting RCP or LCP to horizontally or vertically polarized light. If an analyzing

polarizer, AP, is kept fixed, say in the horizontal position, thenwhenRCP is incident on the sample, the

AP will pass RCP. Rotation of the QWP then produces LCP at the sample and only LCP will pass

through the horizontal polarizer. In general DCPI will be measured with this setup when the incident

LP and AP in the scattered beam are set to pass orthogonal linear polarization states, whereas DCPII is

measured when they pass parallel polarization states. Because the diffraction grating used in the

spectrograph strongly favors light polarized parallel to the diffraction plane, the AP was always

maintained in the horizontal position when the LP was in the vertical position. To measure

DCPII-ROA, the incident polarization state is rotated to horizontal while the AP remains horizontal.

The reason why orthogonal polarization states for the incident and scattered beams is required

for DCPI-ROA measurement is because RCP reflected back from a surface changes to LCP, and RCP

traveling in opposite directions represents light with opposite senses of circulation of the polarization

vector of the light when seen by a single observer.

Laser, λ0 LP

LP

S180 

CP

L

R

AP 

R

CCD SPECT 

DCP-ROA

DCP-Raman

L

Figure 7.6 Instrument block diagram for the measurement of backscattering DCPI and DCPII forms of
Raman and ROA in which the same optical element LP$ CP is used to create the incident CP modulation
and simultaneously convert CP Raman backscattered radiation into LP where the appropriate polarization
state can be selected by an analyzing polarizer (AP)
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An alternative for the measurement of DCP-ROA is illustrated in Figure 7.7. Radiation from the

laser is first linearly polarized (P) and the polarization modulated (PM) between RCP and LCP states

before polarization conditioning (PC), as described above. The incident beam is then directed to a

sample either by a right-angle reflection off a prism mirror for backscattering at the sample (S180), or

without reflection inserting the sample (alternate position) for the collection of right-angle (S90)

scattering. For backscattering, the analysis along the scattered light rail is the same as in Figure 7.6

except that additional options are introduced. Here PC/LPS represents not only an AP but also

additional polarization conditioning followed by a beam splitting cube focusing two beams simul-

taneously into two fiber-optic bundles as described above for SCP-ROAmeasurement. In the case of a

beamsplitting cube, however, a rotating sector wheel is introduced to alternately block one fiber-optic

bundle or the other to avoid the simultaneous measurement of intensities associated with both DCPI
and DCPII as the incident beam is modulated, possibly at relatively high modulation rates, between

RCP and LCP states. The phase of the sector wheel relative to the incident beam polarization

modulation determines whether DCPI or DCPII intensities are measured.

7.3.2 Comparison of ICP-, SCP-, and DCPI-ROA

A simple comparison of two closely related ROA experiments is to consider depolarized right-angle

ICP scattering and (depolarized) backscattering DCPI scattering (Che and Nafie, 1992). As both

Raman spectra are the same, collection times can be adjusted such that the two spectra have the same

Raman intensity for all vibrational frequencies. At the same time the ROA for the two different

scattering experiments can be displayed above the common Raman spectrum, as in Figure 7.8 for the

molecule (þ)-trans-pinane. In order to equate the intensities of the Raman spectra, given for ICP right-

angle scattering in Equation (7.6) and DCPI scattering in Equation (7.16), we multiply the ICP

intensities by two (corresponding to measurement times twice as long) such that both Raman spectra

are represented by the expression 24bðaÞ2. Then the ICP-ROA is given by 16K½3bðG 0Þ2 �bðAÞ2�=c
while the DCPI-ROA intensity is 16K½6bðG 0Þ2 þ 2bðAÞ2�=c. If the electric-quadrupole ROA invariant
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R L

R

L

PC/LPS

R

L

R

CCD
SPECT 

DCP-ROA

DCP-Raman

L

PC

Figure 7.7 Instrument block diagram for the measurement of DCPI and DCPII forms of Raman and ROA
as described in the text
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bðAÞ2 was zero, then these two Raman spectra in Figure 7.8 would differ by a factor of two. If the two

Raman invariants were equal in magnitude and the same sign, then the two ROA spectra would differ

by a factor of four. If the invariantswere equal and opposite in sign the twoROAspectrawould have the

same intensity. Actually, the two ROA spectra appear to differ by a factor of between two and three,

which leads to the conclusion that both invariants are non-zero and the same sign, but that bðG 0Þ2 is
greater than bðAÞ2. From the comparison of ROA in this figure, the clear advantage of backscattering

DCPI-ROAover depolarized right-angle ICP-ROA can be seen, and this advantage is in addition to the

fact that the DCPI-Raman spectrum is twice as strong as the corresponding ICP-Raman spectrum, or

equivalently that it took twice as long to collect the ICP-ROA spectrum.

7.3.3 Isolation of ROA Invariants

In the FFR approximation, it is possible to combine different measured ROA spectra, properly

normalized with their associated Raman spectra, to isolate the three ROA invariants (Che and

Nafie, 1992). In the more general theory, only six linear combinations of the ten ROA invariants can

beisolated. IsolatingtheROAspectraofindividual invariantsprovidesanadditional levelofcomparison

between calculated and measured ROA spectra as ROA invariants are calculated individually before

combining theminappropriateways tomatchagivenexperimentalmeasurement.Theexamplegiven in

the previous section of (þ)-trans pinane can be used directly to isolate the ROA spectra of

16K½3bðG 0Þ2�=cand16K½bðAÞ2�=cbyfirstmultiplying thedepolarized right-angle ICP-ROAspectrum

by two, and then adding or subtracting the backscattering DCPI-ROA spectrum. These spectra are

Figure 7.8 Comparison of right-angle depolarized ICP-ROA with (depolarized) DCPI-ROA for (þ )-trans
pinane showing clearly the advantage of backscattering DCPI-ROA scattering. In total, this is an enormous
advantage and illustrates why depolarized right-angle ICP- or SCP-ROA is no longer used for routine ROA
measurements. Adapted with permission from Elsevier Publishing Company (Che and Nafie, 1992)
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displayed inFigure7.9.Thischoiceofdisplayrepresentsvisually the relative importance, in thiscase,of

themagnetic-dipoleROAinvariantbðG 0Þ2 to the corresponding electric-quadrupole invariantbðAÞ2 as
the factor of three that appearswithbðG 0Þ2 in both original ROA intensity expressions is retained. This

figure demonstrates that the electric-quadrupole mechanism of ROA provides only a minor intensity

contribution relative to themuchmore dominantmagnetic-dipole contribution. If theROA intensity of

the 16K½3bðG 0Þ2�=c spectrum is reduced by a factor of three, one can see that this contribution is still

larger than the ROA spectrum 16K½bðAÞ2�=c by somewhat less than a factor of two, as concluded by a

different line of reasoning in the previous section.At least for the case of trans-pinane, the two invariant

ROA spectra appear to have features of nearly the same relative magnitude and intensity. From other

experiments, for instance the comparison of ICP and SCP of trans-pinane, it is known that for trans-

pinane, a molecule without functional groups or double bonds, the FFR approximation is obeyed to

within experimental accuracy. To date, this is the only suchmolecule for which satisfaction of the FFR

limit has been demonstrated. All other molecules starting with a-pinene show some degree of

breakdown of the FFR approximation as described in the following section.

7.3.4 DCPII-ROA and the Onset of Pre-resonance Raman Scattering

A direct measurement of DCPII-ROA has not yet been reported; however, the DCPII-ROA spectra of

several molecules have been isolated by the subtraction of two ROAmeasurements that equals DCPII-

ROA (Yu and Nafie, 1994). In particular, the subtraction of properly normalized backscattering DCPI-

ROA from unpolarized ICP-ROA is DCPII-ROA at any level of approximation. The DCPII-ROA

spectra of the four molecules (�)-trans pinane, (�)-a-pinene, (�)-verbenone, and (þ)-quinidine
solution, which have increasing levels of functionality and increasing wavelength for the onset of

electronic absorption bands, are shown in Figure 7.10. From these spectra it is clear, that the degree

Figure 7.9 Isolation of invariants from right-angle depolarized ICP-ROA with backscattered (depolar-
ized) DCPI-ROA for (þ)-trans pinane showing in this case the dominance of the magnetic-dipole (b) over
the electric-quadrupole (a) contributions to ROA intensity. Adapted with permission from Elsevier
Publishing Company (Che and Nafie, 1992)
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Figure 7.10 Isolation of DCPII-ROA spectra from the subtraction of properly normalized backscattering
DCPI-ROA fromunpolarized ICP-ROA for (�)-trans pinane, (�)-a-pinene, (�)-verbenone, and (þ)-quinidine
solution,which have increasing levels of functionality and increasing wavelength for the onset of electronic
absorption bands and correspondingly greater departure from the FFR resonance approximation. Note that
backscattering unpolarized ICP-Raman (polarized) and backscattering DCPI-Raman spectra (depolarized)
properly normalized differ in intensity. Adaptedwith permission from Elsevier Publishing Company (Yu and
Nafie, 1994)
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functionality correlateswith themagnitude of theDCPII-ROAspectrum andwith the breakdown of the

FFR approximation due to the lowering of the energy of the first excited electronic statewith respect to

the incident laser excitation energy. The results show that the DCPII-ROA spectrum is zero within the

noise limitations of the instrument for trans-pinane, whereas the other three compounds give non-zero

DCPII-ROA and hence have measurable breakdown of the FFR approximation. This agrees with an

earlier publication of the comparison of depolarized right-angle ICP- and SCP-ROA for cis- and trans-

pinane and a- and b-pinene where it was found that the pinanes, with no functionality, show no

measureable difference between ICP- and SCP-ROA whereas both pinenes showed measurable

differences (Hecht et al., 1992b). These examples show the sensitivity of various forms of ROA

intensities, or combination of ROA intensities, to the breakdown of FFR approximation that can be

achieved at a single excitation wavelength. Other methods of detecting the breakdown of the FFR

approximation rely on the observation of changes in the Raman spectrum as a function of excitation

wavelength as resonance is approached.

7.4 Commercial Instrumentation for ROA Measurement

In contrast to instrumentation for VCD, there is only one source of commercial instrumentation for

ROA, a backscattering SCP-ROA spectrometer called the ChiralRAMAN, now available in an

improved version as the ChiralRAMAN-2X, from BioTools, Inc. This instrument possesses a number

of features in addition to its capability to measure ROA that are not commonly found in commercial

Raman instrumentation. These special features derive from the novel use of a dual fiber-optic bundle

light collection design that results in unusually high throughput and the ability to simultaneously

measure Raman spectra with orthogonal polarization states of the scattered radiation free of

instrument polarization-state bias.

7.4.1 High Spectral Throughput

The ChiralRAMAN, based on a published optical design (Hug and Hangartner, 1999), uses a dual arm

collection system illustrated in Figure 7.11. RCP and LCP Raman scattered light from a sample focus

is collimated by lens (G) and transmitted through a liquid crystal retarded (LCR) that acts as a variable

Figure 7.11 Optical diagramof the conversion of a collimated beam (G) of Raman scattered orthogonal CP
states to orthogonal LP states by a liquid crystal retarder (LCR) followed by spatial separation of the LP states
bybeamsplitting cubes (P) and focusingof the twooutput beams to fiber-optic bundles (F) by lenses (L) to form
a dual-arm fiber-optic image transformation optic (Hug and Hangartner, 1999)
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quarter-wave plate converting orthogonal circular polarization states into orthogonal linear polari-

zation states. The light is then directed to a polarizing beam splitting cube (P1).

The cube is configured to transmit horizontally polarized (p-polarized) light and to reflect at

right angles the vertically polarized light (s-polarized). The p-polarized component is transmitted

without contamination by s-polarized light, but not vice versa, hence a second beamsplitting cube

(P2) is positioned to transmit the s-polarized component as p-polarized (uncontaminated) light by

the second cube. Each of the two polarized beams is focused by identical lenses (L1 and L2) to a

bundle (F1 and F2) of 31 quartz fibers in a hexagonal arrangement starting from the center fiber as

1:6:12:12. The two fiber-optic bundles are joined to form a single curved line of 62 fibers that

becomes the effective entrance slit of the spectrograph. The curve compensates for the natural

curvature produced by a diffraction grating for resolution elements of the light imaged above and

below the plane of diffraction. The upper 31 fibers originate in one of the two clusters and passes

scattered intensity from one direction of polarization while the lower 31 fibers transmit the

scattered light with the orthogonal polarization state. The 75 micron (mm) width of the individual

fibers results in a spectral resolution at the CCD covering approximately three pixels spanning

about 7 cm�1.

The dual-arm fiber collection optic produces an image transformation that creates two polarization

divided images of the same scattering volume at the sample, and distributes the scattered light across

the entire height of the 256� 1024 element CCD array. Normally, scattered radiation is imaged

directly at the spectrograph slit concentratingmost the scattered light over a limited number of pixels at

the center of each vertical column ofCCDpixels. This leads to low saturation tolerance by theCCD for

high-throughput scattering samples.

The dual-arm fiber transformation optic allows much higher scattering intensity, and hence higher

effective throughput, to be imaged on the CCD before the onset of saturation. For example, shown in

Figure 7.12 is a Raman spectrum of a protein in water at a concentration of 50mgmL�1 that has been

measured with 100:1 signal-to-noise ratio in less than 150ms, the minimum camera exposure time for

the ChiralRAMAN spectrometer. It should be noted that if the LCR is modified to operate at zero and

180� retardation, instead of�90�retardation, then the instrument is able tomeasure simultaneously the

difference between orthogonal linear polarization states scattered by the sample rather than orthogonal

circular polarization states.

Figure 7.12 Raman spectrum of a protein in water at concentration 50mgmL�1 with exposure time of less
than 150ms illustrating the very high throughput of the ChiralRAMAN spectrometer

Instrumentation for Raman Optical Activity 223



7.4.2 Artifact Suppression and the Virtual Enantiomer

The suppression of artifacts in the ChiralRAMAN ROA spectrometer is achieved by use of multiple

half-wave plates in the incident and scattered light beams (Hug, 2003). In the previous section, we saw

that a half-wave plate interconverts CP light between LCP and RCP states and, properly oriented,

switches LP light between vertical and horizontal states. From Equation (6.34), theMueller matrix for

a half-wave plate (180� retardation) with fast and slow axes at 45� from vertical is given by:

MHWPð45�Þ ¼
1 0 0 0

0 �1 0 0

0 0 1 0

0 0 0 �1

0
BBB@

1
CCCA ð7:19Þ

The action of this plate on RCP light converts it into LCP light as:

MHWPð45�ÞSRCP ¼
1 0 0 0

0 �1 0 0

0 0 1 0

0 0 0 �1

0
BBB@

1
CCCA

1

0

0

1

0
BBB@

1
CCCA ¼

1

0

0

�1

0
BBB@

1
CCCA ¼ SLCP ð7:20Þ

Similarly, it coverts vertical into horizontal LP light as:

MHWPð45�ÞSVLP ¼
1 0 0 0

0 �1 0 0

0 0 1 0

0 0 0 �1

0
BBB@

1
CCCA

1

1

0

0

0
BBB@

1
CCCA ¼

1

�1
0

0

0
BBB@

1
CCCA ¼ SHLP ð7:21Þ

In addition, a half-wave plate at an arbitrary orientation, from Equation (6.35) is given by:

MHWP uð Þ ¼
1 0

0 cos 4u

0 sin 4u

0 0

0

sin 4u

� cos 4u

0

0

0

0

�1

0
BBB@

1
CCCA ð7:22Þ

When averaged over all angles of orientation, the Mueller matrix for a rotating HWP, also called a

linear rotator (LR), becomes,

MRHWP ¼
1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 �1

0
BBB@

1
CCCA ð7:23Þ

The action of the LR on any linear polarization state of arbitrary orientation is to completely eliminate

the LP content of the state as:

MRHWPSLPðuÞ ¼
1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 �1

0
BBB@

1
CCCA

1

cos u

sin u

«

0
BBB@

1
CCCA ¼

1

0

0

� «

0
BBB@

1
CCCA ð7:24Þ
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Any residual circular polarization content («) is reversed to the opposite CP state as in

Equation (7.20).

Artifacts in SCP-ROA can be dramatically reduced as follows. Laser radiation is first linearly

polarized and then sent to a fast LR that, as in Equation (7.24), eliminates by averaging over time all LP

states of the light. Any remnant CP content («) can be averaged to zero by use of a circularity converter
(CC), which is simply an HWP that is in the beam for half the collection time and out of the beam the

other half. After a complete cycle of averaging, the incident radiation has no LP or CP content, as

desired for unpolarized backscattering SCP-ROA.

A similar procedure is used to eliminate polarization distortions or polarization biases in the

scattered radiation. This is a bit more difficult, because the true intensities for scattered RCP and LCP

states must be preserved until the intensities are recorded and digitized. The process of preserving the

separate intensities of RCP and LCP radiation involves the concept of a virtual enantiomer. A real

enantiomer interchanges the intensity responses of the chiral molecule for RCPandLCP. For example,

scattered RCP intensity from a chiral molecule and its enantiomer are different and the corresponding

LCP intensities are different in the reverse sense. If now an HWP plate is inserted in the beam, the

response of the enantiomer of the chiral molecule is simulated virtually in that the intensities of RCP

and LCP light to be measured are now the same as if the actual enantiomer of the chiral molecule had

been used.

In general, there is a bias in an ROA instrument for the measurement of RCP versus LCP scattered

light. To overcome this bias, a large CC is used. The large size is needed to accommodate the large size

of the collimated scattered light beam. When the CC is in the beam, the HWP interconverts the CP

states of the light, creating a virtual enantiomer of the sample such that the intensity of scattered RCP

light is measured instead as LCP light and the scattered LCP light is measured as RCP light. If these

intensities are properly averaged with the intensities when the CC is out of the beam by the instrument

control electronics, any CP bias of the instrument is averaged in first-order to zero.

Prior to the use of the CC, a large LR is placed in the beam. The function of the LR is to remove any

LP content of the scattered light due to birefringence in the sample cell or light collection lens. As the

incident light is unpolarized, and because for backscattering geometry there is no scattering plane,

there is nomolecular source of LP content to the scattered light. The only source is imperfections in the

sample cell and light collection optics for the CP polarized scattered light. After any such spurious LP

content of the scattered light is removed by the LR, the CC is used to equalize the instrument response

to pure LCP and RCP scattered light.

After the CC, the orthogonal CP states of the scattered beam are converted into orthogonal LP states

by the QWP action of the LCR as described in Section 7.4.1. Because the beam path and the light

efficiency through the beamsplitting cube are measurably different for s-polarized and p-polarized

radiation, the voltage of the LCR is alternately switched between positive and negative states thereby

interchanging whether RCP light is converted into s-polarized or p-polarized radiation and oppositely

for LCP light.

A field programmable array (FPGA) computer chip controls all modulations cycles and collection

logicsuch that the incident radiationhasnoLPorCPpolarizationbiasand that theoriginalRCPandLCP

scattered light intensities are stored in the proper registers despite the different types of CP and LP

interconversions thatoccur inthe lightcollectionmodulationcycles.Allcyclesofinterconversionsmust

be precisely controlled and all modulation cyclesmust be properly averagedwith respect to each other.

7.5 Advanced ROA Instrumentation

Raman scattering is one of the most fascinating forms of the interaction of light with matter. It is

directly analogouswith vibrational IR absorption in that there is a linear response between the incident

radiation and measured transmitted or scattered radiation. At the same time, there is an enormous
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difference between IR and Raman spectroscopies in that Raman scattering is fundamentally a two-

photon quantum mechanical effect. As such, there is a depolarization ratio between incident and

scattered radiation even for randomly oriented sample molecules. Raman scattering is also balanced

more directly between vibrational spectroscopy and electronic absorption or fluorescence spectros-

copy. The richness of Raman scattering makes possible a wide variety experiments that extend well

beyond conventional Raman scattering for samples far-from-resonancewith electronic transitions, the

simplest form of Raman scattering. Below, we briefly describe instrumentation for some departures

from conventional ROAwhich may someday, possibly soon, become standard methods for research

and applications of ROA.

7.5.1 Resonance ROA (RROA)

ResonanceROA (RROA) occurswhen the frequency of the incident radiation in anROAmeasurement

coincides with an allowed electronic transition of the molecule. The far-from-resonance (FFR) theory

of ROA breaks down when the frequency of the incident radiation begins to approach resonance with

an allowed excited electronic state. The regime between the FFR theory and the strong resonance (SR)

theory is called the near-resonance (NR) theory (Nafie, 2008), and all three of these resonance regimes

were described in Chapter 5 on the theory of ROA, where the SR regime subdivides into the single-

electronic-state (SES) theory (Nafie, 1996), the two-electronic-state (TES) theory, and beyond.

No special instrumentation is required, beyond that described previously in this chapter, for the

measurement ofROA in the FFRorNR regimes. The same is true for SR-ROA (ormore simplyRROA)

if resonance occurs in thevisible region of the spectrum, such as near readily available lasers sources at

532, 514 or 488 nm, and where significant sample absorption does not occur during the scattering

process. If RROA is to be measured in the UVor near-IR regions, then modified instrumentation is

needed, as described in the next two sub-sections of this chapter. If significant sample absorption is

present, corrections are needed both for the parent RR spectrum as well as the RROA spectrum.

Corrections to the RR spectrum follow standard procedures for correcting Raman spectra, typically as

a function of incident laser wavelength, for sample absorption of both the incident radiation and the

scattered radiation as a function of scattered wavelength.

In the case of RROA, the sample absorption may result in a background ROA offset from zero due

electronic circular dichroism (ECD) associated potentially with both the incident radiation and across

the spectrum of the scattered radiation. In addition, the effect of ECD on the incident radiation is

to cause a molecule induced CP bias that can add significant depolarization ratio effects to the

ROA spectrum. Typically, instead of measuring just unpolarized SCP backscattering as

IUR ð180�Þ� IUL ð180�Þ, the incident polarized beam may carry, for example, a slight RCP bias as

Uþ dR frompositive ECD in the samplewhere LCP is absorbedmore strongly thanRCP. This positive

bias developing in the sample as the incident radiation penetrates deeper into the sample before

scattering results in an additional term in the RROA spectrum as d IRRð180�Þ � IRL ð180�Þ
� �

where this

spectrum is not ROA but a difference between co-rotating and contra-rotating Raman backscattering,

an intrinsically large spectrum. The influence on this term and on other baseline offset effects due to

ECD depend on the magnitude of sample absorption of the Raman incident and scattered light beams.

The effects can be minimized by focusing incident radiation, and therefore collecting scattered

radiation, just inside the front surface of the cell containing the sample solution.

7.5.2 Near-Infrared Excitation ROA

In order to reduce the effect of interference from sample fluorescence in the measurement of Raman

and ROA spectra, usually, but not always, due to impurities in the sample, one can increase the

wavelength of the incident radiation from the visible region to the near-IR (NIR) region. Here sample
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absorption is typically much weaker and fluorescence is greatly reduced from corresponding levels in

the visible region. NIR-excited ROA has been achieved for excitation at 780 nm by exchanging

wavelength-sensitive visible optical elements in a ChiralRAMAN SCP-ROA spectrometer with the

corresponding NIR elements (Nafie et al., 2007).

Changing an ROA spectrometer from operation in the visible to the NIR involves changing

the following items: (i) laser, (ii) all half-wave plates, (iii) Rayleigh line rejection filter, and

(iv) diffraction grating. In addition, one must check that all other optical components still function

well in the NIR, possibly by selecting long-wavelength enhanced components. These include: (i) all

optical reflection surfaces, (ii) incident radiation polarizer, (iii) sample focusing and collection lens,

(iv) liquid crystal retarder, (v) beamsplitting cube, (vi) dual-arm, fiber-optic image transformer, and

(vii) CCD detector. All optical components that were changed for the conversion of a ChiralRAMAN

SCP ROA spectrometer from operation at 532 nm to operation at 780 nm are shown in Figure 7.13.

After the conversion, the performance of the instrument in these two regions was compared for the

test molecule a-pinene, as shown in Figure 7.14. There are distinct advantages for 532 nm operation

involving detector sensitivity and also the usual n4-dependence that gives approximately a factor of

four increase in scattering intensity for the same total incident energy (power inwatts times duration of

exposure). Beyond that, ROA intensity has a n5-dependence on the incident laser frequency. This

frequency dependence results in a factor of approximately 1.5 decrease inROA intensity relative to the

parent Raman intensity for 780 versus 532 nm operation. In Figure 7.14 it is easy to see that the ROA

spectrum is less intense for 780 nm excitation compared with 532 nm excitation for the same level of

Raman scattering.

7.5.3 Ultraviolet Excitation ROA

Extending the laser excitation in the opposite spectral direction to theUV region carriesmostly relative

advantages rather than disadvantages. Doubling the incident laser frequency, such as from 488 to

244 nmexcitation using an argon ion laser, increases theRaman intensity by a factor of 16 and theROA

by a factor of 32 for the same incident beam intensity. In addition, the FFR approximation certainly

breaks down in this region and the scattering is either near-resonance or strongly in resonance, adding

evenmore intensity per unit laser excitation energy. Reports ofUVROAhave yet to be published, but it

has been at least partially developed in the laboratories of Barron and Hecht at Glasgow University.

The achievement of deep UV resonance ROA (DUV-RROA), particularly for biological molecules

such as proteins or nucleic acids, would combine the powerful incisive advantages of DUV-RR

scattering with the stereo-selectivity of ROA to isolate particular structural regions for analysis. ROA

excitation profiles (ROA intensity versus excitation frequency) would provide an understanding of a

typical UV electronic CD spectrum at the level of its underlying vibronic contributions and would

allow, for example, the overlapping ECD intensity from backbone peptide contributions and aromatic

amino acid side chains to be analyzed and resolved into separate spectral contributions.

DUV-RROA spectra would need to be interpreted in terms of resonance ROA theory, for which the

NR theory (Nafie, 2008) and the strong resonance theory from a single resonant electronic state (SES)

(Nafie, 1996) has been described in Chapter 5. Extension of the strong resonance theory beyond the

SES limit to involve two or more electronic states and other RR scattering mechanisms has also been

described earlier.Ab initio calculations have been performed formolecules in the SES limit confirming

this theory (Jensen et al., 2007).

7.5.4 Linear Polarization ROA

Linear polarization ROA (LP-ROA) has yet to be observed even though it was predicted theoretically

nearly 20 years ago (Hecht and Nafie, 1990). As describe previously, one measures the intensity
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difference for Raman scattering between states of linear polarization that are at �45� relative to the

vertical or horizontal direction. As with CP-ROA there are four forms of LP-ROA depending on

whether the linear polarization difference is carried out for the incident, scattered, or both incident and

scattered light beams in-phase or out-of-phase. TomeasureLP-ROA, therefore, one needs only convert

CP modulation into the corresponding LP modulation.

Turning mirrors

30 mm  lens

Spectrometer
532/780nm near Stokes

2 High speed LR
HWP 532/780nm

Sample cell holder

Sample cell

Electronics module

Display module

1mm aperture
Laser 532/780nmTurning 

mirrors

1mm aperture

CC HWP 
532/780nm

Slow LR HWP, 
575/900nm

CC HWP 
575/900 nm

Notch filter
532/780 nn

Liquid crystal variable retarder

Polarization
division prisms

30mm  lens

X,Y-Fiber 
launching 
mounts

Figure 7.13 Optical layout for the incident rail (upper) and scattered rail (lower) showing the principal
optical components and indicating the wavelength changes for conversion from visible operation with
532nm excitation to NIR operation with excitation at 780 nm
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There are a variety of instrumental methods for achieving LP modulation starting from a CP

modulation instrument. The simplest method might be to measure backscattering SLP-ROA

by polarizing the beam in the vertical direction and using a CC plate to eliminate any CP bias.

Then, one needs to remove the LR in the scattered beam to maintain the original LP states

scattered by the sample. The CC, acting as a linear converter (LC) in this circumstance, can be

retained because, properly oriented, it interchanges the two scattered LP (or CP) states. The LCR

likewise can be retained but it needs to operate between zero and half-wave retardation, rather

than between opposite QWP states, in order to maintain LP states and not convert LP into CP

states. Finally, the polarization beamsplitter needs to be rotated by 45� about the scattered beam

direction so that it separates two orthogonal LP polarization states that are �45� relative to the

vertical direction.

One reason that LP-ROAhas yet to bemeasured is that, like DCPII-ROA, it is predicted to be zero in

the FFR approximation (Hecht andNafie, 1990; Hecht and Barron, 1994). Unless one is in, or close to,

resonance, LP-ROA is a small effect close to the noise level for measurement times of hours in

duration. On the other hand, LP-ROA is a new form of ROA and has at least conceptual links to the

phenomenon of optical rotation as one can imagine, for example in the case of SLP-ROA, that the

linear polarization bias of the scattered beam is rotated from the vertical in opposite directions for

enantiomers, such that the intensities for light polarized at �45� relative to the vertical direction are

different from one another.

7.5.5 Non-Linear and Time-Resolved ROA

ROA has not been measured for any non-linear forms of ROA. A theoretical description of coherent

anti-Stokes Raman scattering (CARS) ROA has been published, but control of polarization properties

of the light beam for short pulses needed for all non-linear forms of Raman scattering has not been
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Figure 7.14 Comparison of SCP-ROA and Raman spectra of (�)-a-pinene for excitation at 532 and
780nm. Adapted with permission from the Society of Applied Spectroscopy (Nafie et al., 2007)
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achieved. On the other hand, VCD measurements using femtosecond IR laser pulses have been

successful recently (Rhee et al., 2009b; Rhee et al., 2009a; Helbing and Bonmarin, 2009), setting the

stage for the measurement of time-resolved VCD measurement. Thus, it seems only a matter of time

before the same control of CP states and sufficient reduction of birefringence artifacts is achieved for

various forms of non-linear and time-resolved ROA.

7.5.6 Surfaced-Enhanced ROA

A few reports of either the observation or theoretical prediction of surface-enhanced ROA (SEROA)

have been published (Abdali, 2006; Johannessen and Abdali, 2007; Abdali et al., 2007; Johannessen

et al., 2007). However, successful comparisons between observed and calculated SEROA have not

yet been achieved. Surface-enhanced Raman scattering (SERS) is a long-established sensitive form

of Raman scattering in which molecules adsorbed onto conducting surfaces show enormous

enhancements from the coupling between the polarizability of the molecule and plasmonic modes

in the solid. These enhancements are especially strong near so-called ‘hot spots’ on the surface where

enhancement factors near 1014 have reported and which permit the observation of SERS from single

molecules.

The attempt to measure SEROA is difficult for a variety of reasons. One is sample, or hot spot,

stability over the collection times required to obtain sufficient photon counts for ROA to be observed.

SERS spectra are rarely recorded beyond a signal-to-noise ratio (SNR) of approximately 100, whereas

ROAas large as 10�3 comparedwith the parent SERS spectrum requires an SNR of approximately 104

for a well-defined SERS spectrum, which in turn requires collecting 108 SERS photon counts, or at

least 1 h of collection time.

A second reason is the possibility that SERS hot spots may differ in the local chirality. This may not

lead to much variation between the SERS from different hot spots, but it could lead to very large

differences between SEROA spectra. It is well known that a major problem of the quantitative use of

SERS is the variability between SERS intensities from even the same sample. This variability is

amplified to the point where individual hot spotsmight even have opposing or canceling contributions.

What is needed to solve this problem is the fabrication of nano-surface structures that have identical

local morphology and identical chirality. This has not yet been achieved.

A practical solution to this problem, and to the stability problem is to design SERS surfaces that

provide a buffer from surface hot spots. This would lower the overall SERS enhancement, but may

allow a much larger ensemble of chiral molecules to be seen, and averaged over, in the SERS and

SEROA spectra. This so-called near-SERS and near-SEROA would be a compromise between

conventional ROA and the averages for direct-surface hot-spot SEROA. Theoretical descriptions of

orientationally averaged-SERS and -SEROA have been proposed (Janesko and Scuseria, 2009;

Janesko and Scuseria, 2006).

7.5.7 Rayleigh Optical Activity

If ROA is measured near the Rayleigh line but below the frequencies of the normal vibrational

modes of the molecule, one can measure instead Rayleigh optical activity (RayOA) (Barron and

Buckingham, 1971). RayOA spectra have not yet been reported. The principal reason for this is that

Rayleigh scattering is dominated by the polarized part of the scattering. Most of this polarized

scattering is merely redirected incident radiation with little or no change in wavelength. The weaker

depolarized part, by contrast, contains information about the hydrodynamic diffusion and reorienta-

tional motion of the molecules in the scattering medium. This depolarized scattering component,

also known as the Rayleigh wing, extends much further from zero frequency shift, as far as several

hundred cm�1, and underlies the low frequency Raman bands.
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Most ROA instruments are now set up as backscattering spectrometers, but in backscattering

both unpolarized ICP and SCP forms of Raman/ROA are polarized scattering. On the other hand,

DCPI backscattering is a completely depolarized form of scattering, and is ideal for the measure-

ment of RayOA. Furthermore, theoretical simulations of RayOA find that depolarized RayOA is

much more intense, relative to the parent depolarized Rayleigh scattering, than the corresponding

polarized RayOA is to its parent polarized Rayleigh scattering (Zuber et al., 2005). Efforts to

measure RayOA should therefore focus on measuring depolarized RayOA using backscattering

DCPI Rayleigh scattering.
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8

Measurement of Vibrational
Optical Activity

The measurement of vibrational optical activity follows primarily the same procedures as those

employed for themeasurement of the parent infrared orRaman spectra. As thesemethods can be found

in numerous sourcematerials (Griffiths and deHaseth, 2007; Lewis and Edwards, 2001), the emphasis

in this chapter will be on those concepts that involve the optimization of the VOA spectrum given that

the parent IR or Raman spectrum is already optimized. For example, there are well-known trade-offs

between signal-to-noise ratio, spectral resolution, and measurement time, and while these will be

mentioned briefly, extensive discussions of these trade-offs will not be undertaken. Instead, issues

involving VOA intensity calibration, baseline correction, verification of instrument performance, and

intensity standards, will be described in detail. In Chapter 9, standard procedures for the calculation of

VOA spectra will be described, and in the final chapter, applications of VOA involving measured

spectra, or the comparison of measured with calculated spectra, will be described.

8.1 VOA Spectral Measurement

Themeasurement of a VOA spectrum is accompanied by the simultaneous measurement of the parent

IR or Raman spectrum. As any VOA spectrum is several orders of magnitude weaker than its parent

spectrum, the sampling conditions and measurement parameters for the VOA spectrum must be

amenable to themeasurement of a high-quality parent spectrum. Themeasurement of such a spectrum

involves different issues for IR absorption compared with Raman scattering due to differences in the

sources of both signal and noise in these two types of spectra. For IR absorption spectra, the

information contained in the transmission signal arises from the spectrum of radiation removed from

the beam. The dominant source of noise for IRmeasurements is from the background radiation seen by

the detector. In absolute terms, this noise level for a given optical setup depends only on measurement

time and is independent of the sampling conditions. By contrast, the information content of a Raman

spectrum is due to the presence, not the absence, of photons detected, and for Raman scattering the
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dominant source of noise is proportional the square root of the total number of scattered photons

detected and not background radiation (after stray light is eliminated). As a result, the approaches to

optimize the measurement conditions for IR and Raman scattering are fairly different.

Once the conditions for the measurement of the parent IR or Raman spectrum have been optimized,

an additional level of optimization is needed for obtaining a high-quality VCD or ROA spectrum. At

this secondary level, the considerations needed for the optimization of VCD and ROA spectral

measurement are more closely related. The issues involved include verification of instrument

performance using standard samples, verification of the sign of the VOA spectrum, determination

and correction of the zero baseline, determination of the optimum measurement time, removal of

spectral artifacts dependent on instrumental and sampling conditions, isolation of the VOA noise

spectrum, calibration of the VOA intensity, and finally presentation of the parent, VOA, and VOA

noise spectra for spectral interpretation and application. Because of fundamental differences between

the measurement of IR absorption and VCD spectra compared with Raman scattering and ROA

spectra, the measurement methodology for these two forms of VOA will be described separately.

8.2 Measurement of IR and VCD Spectra

The measurement of high-quality IR and VCD spectra requires following a number of specific steps.

The first of these is the selection of the spectral region to be covered, which includes the choice of IR

detector and optical components needed. This is followed by sampling considerations such as the

choice of the solvent, the type of sample cell to use, and the optimization of pathlength and

concentration. Once an optimized IR spectrum is obtained, which may include more than one

combination of pathlength and concentration for particular sub-spectral regions, one must decide on

spectral resolution and collection time to achieve the desiredVCDspectrum. Finally, the format for the

presentation of VCD, IR, and VCD noise spectra should be selected. Examples of a preferred format

from each of the major spectral regions for which VCD spectra have beenmeasured will be presented.

8.2.1 Selection of Frequency Range, Detector and Optical Components

VCD spectra has been measured with an FT-IR spectrum across a wide range of frequencies from 800

to 14 000 cm� 1. For VCD measurements, a semiconductor detector sensitive to the generation of

signals by individual photons is required. Such detectors have a response time in the micro-second

range, which is required for following the high-frequency (tens of kilohertz) polarization modulation

of the photoelastic modulators (PEMs) used for the measurement of VCD spectra.

8.2.1.1 Mid-Infrared Spectral Region

The most common spectral region for VCDmeasurement is the mid-IR from 800 to 2000 cm�1, often

called the fingerprint region due to overlap of many types of vibrational modes that are highly

characteristic of the absorbingmolecule. Here, a liquid-nitrogen cooled mercury–cadmium–telluride,

[(HgxCd1–x)Te or MCT] photoconductive (PC) detector is typically employed where the relative

composition of Hg and Cd, designated by x and 1–x, can be adjusted to achieve different semicon-

ductor band-gap energies. The most common band-gap, as noted above, corresponds to a low-energy

photon cut-off of approximately 800 cm� 1. Photons with lower energy, and hence lower wavenumber

frequency, have insufficient energy to promote an electron in the MCT semiconductor element from

the valence to the conduction band, and thereby activate the response of the detector. An 800 cm� 1

MCT cut-off is referred to as a type-AMCT detector. The normalized response profile of this detector

is plotted in Figure 8.1 along with the profiles of several other detectors to be discussed below in

subsequent subsections (Cao et al., 2004). An alterative type ofMCT (type-B) can be fabricated with a

234 Vibrational Optical Activity



low-frequency cut-off of 400 cm� 1, but this type of detector has a lower intrinsic signal-to-noise

ratio (SNR) response due to its wider spectral range of response and associated higher background

noise level.

The optical components used for mid-IR VCD measurement are usually compatible with the

spectral range from 800 to 2000 cm� 1. The most important of these is the photoelastic modulator

(PEM), which usually possesses a ZnSe optical element with a low-frequency cut-off between 500

and 600 cm� 1 and a non-absorbing high-frequency transmission extending to the mid-visible

region of the spectrum. The principal drawback for ZnSe as an optical element is its high index of

refraction and hence high reflection losses at air–ZnSe interfaces. This is ameliorated by the use of

anti-reflection coatings that can be tailored for relatively broad spectral ranges which include the

entire mid-IR range. The remaining optical elements are sample cell windows and lenses. The

preferred optical material for mid-IRVCD measurements is BaF2, which has low reflection losses

and a low-frequency cut-off near 800 cm� 1, which nicely matches the cut-off of the type-A MCT

detector. An alternative optical material for the PEM, cell windows, and lenses is CaF2. The optical

properties of CaF2 are similar to those of BaF2 except that the low-frequency cut-off is 1200 instead

of 800 cm� 1. This choice of optical material significantly reduces or eliminates spectral coverage

below 1200 cm� 1; however, in the case of biological molecules in aqueous solutions with high

levels of water absorption below 1000 cm� 1, use of a CaF2 cell does little to reduce the mid-IR

coverage available for these applications.

8.2.1.2 Hydrogen-Stretching Region

The region between 2000 and 4000 cm� 1 includes primarily fundamental vibrations associated

with hydrogen stretching. Two types of semiconductor detector span this region with high-efficiency;

these are indium antinomide (InSb) and photovoltaic (PV) MCT. The latter is in contrast with the

mid-IR photoconductive (PC) MCT detector described above. InSb is the more traditional detector in

Figure 8.1 Response curves for four IR detectors, normalized to the same maximum value and
covering the frequency range from 800 to 12000 cm� 1, exhibit their relative overlap of spectral coverage.
The relative sensitivities of the detectors is not shown but sensitivities increase with increasing spectral
frequency coverage. A, PC-MCT-LN2; B, PV-MCT-TE; C, InGaAs; andD,Ge. Adpatedwith permission from
the Elsevier Publishing Company (Cao et al., 2004)
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the hydrogen-stretching region and requires liquid-nitrogen for operation. When cooled, InSb has a

low-energy cut-off near 2000 cm� 1. By contrast PV-MCT is also available with a low-frequency cut-

off near 2000 cm� 1 but requires only thermoelectric (TE) cooling, thus simplifying its use,

particularly for long scans when the reservoir of liquid nitrogen typically needs to be refilled after

4–6 h (or longer with long-hold-time dewars). The spectral response for the PV-MCT-TE cooled

detector is shown in Figure 8.1 and is similar in profile to the InSb detector. The preferred optical

material for the hydrogen stretching region isCaF2. Thismaterial is readily available and is transparent

from the UV region to 1200 cm� 1 in the mid-IR. The PEM and cell windows are typically

comprised of CaF2. Focusing lenses, where used, can be made either of CaF2, BaF2, or anti-reflection

coated ZnSe.

8.2.1.3 First Overtone and Combination-Band Region

The region between 4000 and 6500 cm� 1 is associated primarily with two-quantum vibrational

transitions, either as the first overtone or the combination band of two fundamentals. This region is the

first of a broader region knowas the near-IR region,which extends from the hydrogen stretching region

to thevisible region.Although the PV-MCTdetector has good coverage in this region, somewhat better

coverage is provided by an InGaAs detector, which can be operated at room temperature or with TE

cooling. The spectral response profile of an InGaAs detector is shown in Figure 8.1. The optical

material used for this and subsequent regions in the near-IR is typically CaF2 for the PEM, lenses and

windows can be comprised of CaF2, BaF2, or quartz.

8.2.1.4 Second Overtone and Second Combination Band Region

In this region, transitions intensities are somewhat weaker than the first overtone and combination-

band region, but aside from this difference most of the instrumental components can remain the same.

The InGaAs detector maintains coverage to 8000 cm� 1 but within this region performance of a

germanium (Ge) detector surpasses that of InGaAs, as shown in Figure 8.1. Replacement becomes

highly desirable at vibrational frequencies above 7000 cm� 1 up to 10 000 cm� 1.

8.2.1.5 Third Overtone and Combination Band Region and Beyond

For spectral coverage from 10 000 to 14 000 cm� 1, one can use either A Ge detector or a silicon (Si)

detector. Alternatively, photomultiplier detectors can be used in this region, which overlaps with the

visible region of the spectrum at 700 nm.

8.2.2 Choice of IR Solvents

Once the spectral region and instrumental configuration have been determined, the focus of

measurement shifts to how the sample will be measured. Most applications of VCD involve

solution-state sampling, and hence the most important consideration for sampling is the choice of

solvent. The preferred solvents have a large mid-IR window and relatively small interaction of the

moleculewith solvent. Deuterium substitution typically enlarges the spectral window in themid-IR by

elimination of solvent absorption in the CH-bending region from 1500 to 1200 cm� 1. Some solvents

typically used for VCD measurements, in order from non-polar to polar, are: CCl4, CS2, CDCl3,

CD2Cl2, DMSO-d6, CD3OD, CD3CN, CD3CD3CO, H2O, and D2O. Spectra of selected solvents of

various pathlengths are presented in Figures 8.2 and 8.3.

Although not shown in Figure 8.2, carbon tetrachloride, CCl4, is an ideal solvent with no significant

absorbance between 2000 and 800 cm� 1; however, its use is limited as a solvent to themost non-polar

of sample molecules. The more polar molecule, chloroform, is a widely-used solvent, and deuterated

chloroform (CDCl3) is almost ideal for VCD measurement. For organic molecules that are more

difficult to dissolve, deuterated dimethylsulfoxide (DMSO-d6) is often useful although it tends to
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interact with solute molecules more strongly than chloroform. Another solvent for more polar organic

molecules is deuterated acetonitrile, shown in Figure 8.2.

The polar solvents illustrated in Figure 8.3 are used for biological molecules, such as proteins and

nucleic acids that are only appreciably soluble in aqueous solvents. D2O can be used with higher

concentrations than H2O, but D2O suffers from incompleteness of dynamics of deuterium–hydrogen

exchange both in sample preparation and during the course of measurement.

8.2.3 Optimization of Concentration, Pathlength, and Spectral Resolution

In general, the concentration and pathlength of a sample for VCD should be adjusted such that the

absorbance bands of interest fall in the range of 0.1–1.0 absorbance units. IR detectors have a constant

noise from background radiation, as discussed above, and as a result the optimum absorbance level is
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Figure 8.2 Mid-IR absorbance spectra for a pathlength of 75microns (mm): A, CDCl3; B, DMSO-d6; and C,
CD3CN. CDCl3 provides spectral coverage to almost 900 cm� 1 without significant spectral interference
whereas DMSO-d6 and CD3CN coverage is to only 1100 cm�1
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Figure8.3 Mid-IRabsorbance spectraof: A,H2O (6mm);B,D2O (80mm); andC,CD3OD(20mm)at typical
pathlengths for measurements between 1400 and 1800 cm� 1. Use of D2O instead of H2O allows use of
lower concentrations due to the increased pathlengths that can be used with D2O
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approximately 0.4. This can be shown in the following way. We write the signal intensity as the

absorbanceA, and the noise level relative to this intensity at the detector is proportional to the inverse of

the sample transmission 1/T. In otherwords, as the transmission decreases toward zero (infinite relative

noise), the signal intensity at the detector decreases relative to the constant detector noise background.

We can therefore write the signal-to-noise ratio (SNR) as:

SNR ¼ A=ð1=TÞ ¼ AT ð8:1Þ

If we now express the transmission in terms of absorbance as:

T ¼ I=I0 ¼ 10�A ¼ e� ln 10A ð8:2Þ

we can find the maximum SNR as a function of A by setting the derivative of SNR with respect to A

equal to zero as:

qðSNRÞ
qA

¼ q Ae� ln 10A
� �

qA
¼ 0 ð8:3Þ

Differentiation yields the equation

ð1�Aln 10Þe� ln 10A ¼ 0 ð8:4Þ

This holds in general when the expression in parentheses vanishes which yields,

A ¼ 1=ln 10 ffi 0:43 ð8:5Þ

The basic idea is that if the transmission is too high not enough of the light beam is used to provide

information about the sample, and if the transmission is too low, there are not enough photons at the

detector, relative to the constant level of background noise, to give a good SNR ratio. For samples with

wide ranges of absorbance bands of interest, it may be desired to make separate measurements of

the high and low intensity bands at different pathlengths, thereby optimizing each region or sets of

bands, separately.

Pathlengths in the mid-IR typically range from 5 to 10microns for aqueous samples to 50 to

100microns for non-aqueous samples. In the near-IR, pathlengths are in the millimeter range because

overtone and combination band spectra of the solutes and solvents are two to three orders ofmagnitude

weaker than their corresponding fundamental transitions in the mid-IR region.

Selection of the spectral resolution in the mid-IR region is typically 4 cm� 1 as the bandwidth

of spectral features for most common-sized molecules is in the range of from 5 to 10 cm� 1. For

more complex biological molecules, for example proteins or nucleic acids, a lower resolution, such as

8 cm� 1, may be desired due to the higher density of different normal modes contributing to the

observed spectrum and hence overall broader shaped overlapping bands.

In the near-IR regions, spectral features are significantly broader andmore overlapped than in themid-

IR.Asa result, lower spectral resolution is adequate to record all the spectral detail that is needed. Typical

spectral resolution is 16 cm� 1, and in some cases 32 cm� 1 is adequate for particular applications.

8.2.4 Measurement and Optimization of VCD Spectra

Given that the measurement of the parent IR spectrum has been optimized, one can proceed with the

various steps needed for the correct measurement of a VCD spectrum. In Chapter 6, the instrumental
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aspects of a VCD spectrometer were described. Here we detail the steps needed for the measurement

of a high-quality Fourier transform VCD spectrum. For a VCD spectrometer with a single

photoelastic modulator (PEM), these steps include setting the retardation value of the PEM,

determining the Fourier phase for the VCD interferogram, setting the phase of the lock-in amplifier

(LIA), determining the sign of the VCD spectrum, obtaining a VCD calibration spectrum, and

calibrating the VCD spectrum. For dual-PEM operation, additional steps are needed to determine the

phase of the second LIA and to optimize the retardation of the second PEM, in order to bring the VCD

baseline as close to zero as possible.

8.2.4.1 Fourier Phase Correction for the VCD Interferogram

The first step for VCD measurement is to make sure that a correct AC Fourier phase, uACð�nÞ, is
available for the phase correction of the VCD transmission spectrum as defined in Equation (6.66).

This can be obtained by measuring the VCD transmission spectrum using a so-called stressed

birefringent plate where the stress is well below quarter-wave retardation across the entire spectrum.

This plate is used with a second polarizer oriented parallel or perpendicular to the first polarizer

(located before the PEM) in the optical train. In order to measure the VCD phase spectrum, uACð�nÞ,
with the stress plate, the phase of the lock-in amplifier must be properly set. This is typically

accomplished with the auto-phase option of the lock-in amplifier. One must also chose the

spectral resolution and the value of PEM retardation (typically the desired wavenumber frequency

of the quarter-wavemaximum) that will be used for theVCDmeasurement. Separate phase-correction

spectra must be obtained for each choice of spectral resolution and PEM retardation used for

VCD measurement. The use of the stress plate setup yields a strong, monosignate VCD

spectrum across the range of VCD measurement that can be phase corrected in the same way that

an ordinary IR transmission spectrum can be Fourier phase corrected. Once uACð�nÞ is obtained, it
can be used, by transfer, to phase correct any VCD transmission interferogram without loss of VCD

sign information.

8.2.4.2 Setting the Retardation Value of the First PEM

As explained in Chapter 6, the retardation value of the PEM determines the Bessel function, J1ð�nÞ,
which expresses the efficiency as a function of wavenumber frequency for the measurement of a

VCD spectrum. Typically one sets the maximum of J1ð�nÞ to be centered near the middle of the

spectral region of interest. The PEM will maintain an efficiency of greater than 90% over the

range from 2/3 to 4/3 of the frequency of maximum efficiency. For example, for optimization

at 1200 cm� 1J1ð�nÞ is within 90% of its maximum value from 800 to 1600 cm� 1. This corresponds

close to the range of spectral coverage commonly used for mid-IR VCD measurement using an

MCT detector.

8.2.4.3 Calibration of the Intensity and Sign of the VCD Spectrum

With the Fourier phase, lock-in phase, spectral resolution, and PEM retardation set, one can proceed to

the measurement of the uncalibrated VCD spectrum as the ratio of the Fourier transformed VCD to IR

transmission spectra. In order to convert the uncalibrated VCD spectrum into a calibrated VCD

spectrum, one needs a calibration spectrum as described in Chapter 6. This is obtained from a pair of

VCD measurements using a multiple-wave plate together with a second polarizer. The resulting

calibration function 2ð1:1513ÞJ1ð�nÞ can be divided into the uncalibrated VCD spectrum, taking into

account any changes in gain used to measure the calibration function, to obtain the final calibrated

VCD spectrum.

If a sample, such as (þ )- or (� )-a-pinene is used, the accuracy of the calibration procedure can be
checked against published standards and minor discrepancies remedied by scale adjustment.

A calibrated intensity of neat (� )-a-pinene with a 75micron pathlength is presented in Figure 8.4
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against which a newly measured VCD spectrum can be compared. At the same time as the intensities

are compared, the sign of the VCD spectrometer can be verified. If the signs of the bands are the

opposite of those shown here, and if one is sure that the sample is (� )-a-pinene, and not

(þ )-a-pinene, then the opposite VCD sign can be selected by changing the phase of the PEM

lock-in amplifer by 180�. This changes the signs of allVCDbands by –1 and should bring themeasured

and reference VCD bands of (� )-a-pinene into exact agreement. It is good practice for the

maintenance of a VCD spectrometer to measure regularly, if only briefly, the VCD of (� )-a-pinene,
or some suitable reference spectrum, to verify that the performance of the instrument in terms of VCD

sign, intensity, and signal-to-noise ratio is what it is supposed to be.Most important of these is to check

the sign to avoid a sign error inVCDmeasurement that could occur if the LIA is reset by, for example, a

power failure.

Figure 8.4 also illustrates a preferred format for the presentation of VCD spectra. VCD and IR

spectra are presented in a vertical stack so that the origin of VCD features can be visually correlated

with the corresponding parent IR features. Typically theVCDare collected in two successive blocks of

co-added spectra. If these two blocks are added and divided by two, the average VCD of the two

blocks is obtained. If the two VCD blocks are subtracted and divided by two, a corresponding VCD

noise spectrum is obtained. Such a spectrum is shown directly above the VCD spectrum in Figure 8.4.

A VCD noise spectrum is an important reference of signal reliability as the level of noise may be

difficult to discern in a VCD spectrum that is small and exhibits genuine VCD features that are close to

the noise level.

Figure 8.4 VCD, infrared absorbance, and VCD noise spectrum (top) for neat (� )-a-pinene measured in a
cell with a 75micron pathlength
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8.2.4.4 Check of Signal-Averaging Improvement

Once a correct, calibrated VCD spectrum has been obtained for a given resolution and spectral region,

one can decide howmuch time should be devoted to themeasurement of theVCDspectrum.Generally,

a signal-to-noise ratio of ten or more is desired for the major VCD bands. For weak spectra, long

averaging times may be necessary. For IR and VCD spectra, the SNR increases with the square root of

the increase in measurement time. This is illustrated for (� )-a-pinene in Figure 8.5, where VCD and

their noise spectra are compared for collection times of 1, 5, and 20min.Whilemore difficult to discern

from theVCDspectrum themselves, it is clear from theVCDnoise spectra that the SNRapproximately

doubles between the 1 and 5min collection times (theoretically
ffiffiffi
5

p
) and between the spectra with 5

and 20min collection times. For weak spectra it is not unusual to collect for 4 or 8 h, or even overnight

with a 12–18 h measurement for long hold-time dewars. The time one devotes to obtaining a VCD

spectrum is a matter of choice, but given that the interpretation or the theoretical calculation of

VCD spectra may require many hours or days, it is reasonable that one should devote a significant

amount of time to themeasurement of the VCD to obtain as high a signal quality as possible under any

particular circumstances.

8.2.4.5 VCD Baseline Correction and Artifact Elimination

After measurement of a VCD spectrum, a baseline correction is applied to compensate for deviations

of the VCD instrument baseline from true zero. This can be achieved in a number of ways. The most

accurate is to measure under identical conditions (including concentration, cell pathlength, and cell

window orientation) the pure enantiomers of the sample. Subtraction of theVCD spectrumof a sample

of the opposite enantiomer and division by two yields a baseline and artifact corrected VCD spectrum.

If the opposite enantiomer is not available, the racemic mixture can be used instead, but this option

adds noise to the corrected VCD spectrum, because after subtraction of the two spectra, which results

in a
ffiffiffi
2

p
increase in the noise level, one does not divide by two to obtain the final spectrum. If neither the

opposite enantiomer nor the racemic mixture is available (or indeed possible, as in the case of

biological molecules such as proteins), the VCD spectrum must be baseline corrected by use of the

solvent VCD spectrum measured under the same conditions as those for the solution of the chiral
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Figure 8.5 VCD and VCD noise spectra of neat (� )-a-pinene for collection times of 1, 5, and 20min
showing a noise improvement equal to the square root of the increase in spectral measurement time
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sample molecule. While the VCD spectrum of the solvent has a zero true VCD spectrum, the

absorbance spectrum is not the same as the sample, and in some cases, for baselines significantly

displaced from zero, artifacts can arise in the sample associated with its absorbance spectrum that

are not present in the baselineVCD spectrumof the solvent. This problem is addressed belowwhen the

use of two PEMs is discussed. In Figure 8.6 the near mirror-image VCD spectra of (� )- and

(þ )-a-pinene are presented showing the small offset of the baseline from zero and small deviations

from perfect mirror symmetry of the enantiomeric pair of VCD spectra due to VCD baseline artifacts

or noise.

8.2.4.6 Dual PEM with Rotating Sample Cell and Artifact Reduction

The theory of dual-PEM measurement of VCD spectra was presented in Chapter 6 (Nafie, 2000). By

adding a second PEM after the sample and with a sample cell rotating about the axis of light beam

propagation (Lombardi, 2011), one is able to measure dynamically the VCD baseline with the second

PEM at the same time the VCD of the sample with the same baseline is measured with the first PEM.

The principal requirement to achieve optically is that the IR beam profile should be close to the same

for each of the two PEMs. The VCD spectrum with baseline and the VCD baseline measured by the

two associated lock-in amplifiers can be subtracted in real time to yield the baseline-corrected VCD

spectrum. The correction process is illustrated in Figure 8.7. The advantage of dynamic subtraction is
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Figure 8.6 TheVCD spectra of neat (� )- (B) and (þ )-a-pinene (A) for 1 h collection times that showa slight
baseline offset and deviation from perfect mirror symmetry of the opposite VCD spectra due to either small
levels of artifacts or VCD noise
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that it facilitates optical alignment of the VCD spectrometer as the baseline can be adjusted simply

by changing the retardation voltage of the second PEM. In addition, such undesirable effects as

baseline drift and absorption artifacts that are a problem for large deviations of the baseline from

zero, are either eliminated or greatly reduced with dual PEM operation. Noise is increased in the

baseline-corrected VCD spectrum by a factor of
ffiffiffi
2

p
compared with single PEM operation, but this is

more than compensated by long-term instrument stability that permits long block averaging without

baseline drift, as anydrift is canceled by subtraction of theVCDbaselinesmeasured simultaneously by

the two PEMs.

8.2.5 Solid-Phase VCD Sampling

Themost practicedmedium for themeasurement ofVCD spectra is the liquid phase, either neat liquids

or solutions. A few publications featuring VCD of films or mulls of microcrystalline samples were

published at an early stage in the development of VCD (Diem et al., 1979; Narayanan et al., 1985; Sen

and Keiderling, 1984), but these sampling methods have been largely abandoned due to undesired

variations in the measured VCD spectrum with sample preparation. More recently, several publica-

tions have appeared in which films were cast of chiral molecules, most notably proteins, with

carbohydrates acting as a host medium (Shanmugam and Polavarapu, 2005). The VCD from these

films appear to be artifact free, but they are not pure samples and involve a chiral host requiring the

subtraction of a VCD, and also an IR, background. Artifacts in solid-phase VCD, or ECD, arise from

two sources: one is scattering from particles comparable in size to the wavelength of the light and the

other is linear birefringence from the solid-phase medium, particles, or film.

Figure 8.7 The VCD spectra of neat (� )- and (þ )-a-pinene with a dual PEM optical setup where in the
upper spectrum only the first PEM was used, with the second PEM turned off, while in the lower spectrum,
bothPEMsare operating and their correspondingVCDspectra (the secondmeasuringonly theVCDbaseline)
are dynamically subtracted
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Scattering in the IR region is associated with the Christiansen effect (Laufer et al., 1980) where

the symmetry of the IR band is distorted by the addition of negative intensity on the high-frequency

side of the absorption band and additional positive intensity on the low-frequency side.

These scattering contributions are related to the index of refraction of the solid sample and have a

dispersive (derivative-like) bandshape contribution. As a result, the IR bands no longer have a

symmetric lineshape, a distinctive feature of the presence of significant scattering contributions.

Correspondingly, positive VCD bands have distortions of the same shape as the parent IR bands

while negative VCDbands have the opposite signed distortion, that is the addition of positive intensity

on the high-frequency side of the band and additional negative intensity on the low-frequency side of

the band.

It can be shown theoretically that the Christiansen effect depends on the third power of the ratio of

the average particle size to the wavelength of the light. As a consequence, if a film can be cast without

small particle constituents or if the mull of a polycrystalline sample contains (after grinding) an

average particle size smaller than the wavelength of the light, then scattering is essentially eliminated

as a problem and the observed IR bands have symmetric bandshapes. Then the only remaining sources

of artifacts are those arising from linear birefringence in the solid-state sample.

Linear birefringence is associated with any linear alignment of the structure of the sample

molecules that could lead to differences in the index refraction for orthogonal states of linear

polarization. One can test for this dependence by rotating the sample about the axis of light

propagation. Any systematic variation in the measured VCD spectrum with angle of rotation is

most likely due to this source. Such variations for a liquid or solution spectrum cannot arise for the

sample itself (neglecting liquid crystals), but could be due to the windows of the sample cell. As

nearly all VCD measurements involve solid-phase windows (except unsupported films or isolated

crystals), linear birefringence is a universal source of potential artifacts in VCD measurements

unless special precautions are taken, as described below and in the previous chapter. An

important word of caution must be stated here. The absence of any variation in a VCD spectrum

with rotation of a sample (and cell) about the propagation axis does not mean that there are no

artifacts due to linear birefringence. To demonstrate this, theMueller matrix formalism of Chapter 6 is

extended to second order in the effect that an optical element, such as a solid-phase sample or cell

window, can have on the optical beam. A higher-order sample Mueller matrix can be written as

(Lombardi, 2011):

MSFð�nÞ ¼ 10�A �nð Þ 1�Fð�nÞþ 1

2
F2ð�nÞþ . . .

� �
ð8:6Þ

Fð�nÞ ¼
0 LD �nð Þ LD0 �nð Þ �CD �nð Þ

LD �nð Þ 0 CB �nð Þ LB �nð Þ
LD0 �nð Þ �CB �nð Þ 0 � LB0 �nð Þ
�CD �nð Þ � LB �nð Þ LB0 �nð Þ 0

0
BB@

1
CCA ð8:7Þ

If only the first two terms are considered, then one obtains the first-order sample Mueller matrix given

previously in Equation 6.38 but without the wavenumber dependence included here,

MS1ð�nÞ ¼ 10�Að�nÞ
1 � LDð�nÞ � LD0ð�nÞ CDð�nÞ

� LDð�nÞ 1 �CBð�nÞ � LBð�nÞ
� LD0ð�nÞ CBð�nÞ 1 LB0ð�nÞ
CDð�nÞ LBð�nÞ � LB0ð�nÞ 1

0
BB@

1
CCA ð8:8Þ

For simplicity, we drop thewavenumber dependence and then insert the full angular dependence of the

linear dichroism and linear birefringence terms. This gives
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MS1ðuÞ¼10�A

1 �LDc2uþLD0s2u �LD0c2u�LDs2u CD

�LDc2uþLD0s2u 1 �CB �LBc2u�LB0s2u
�LD0c2u�LDs2u CB 1 LB0c2u�LBs2u

CD LBc2uþLB0s2u �LB0c2uþLBs2u 1

0
BB@

1
CCA

ð8:9Þ

where we have abbreviated cos 2u as c2u and sin 2u as s2u. This equation is an extension of Equation
(6.86) where we have now included the LD terms. It can be seen that rotating the sample about the

optical axis by an angle umixes the primed and unprimed LB and LD terms from their original values

when u ¼ 0 and therefore cos 2u ¼ 1 and sin 2u ¼ 0. If as in Equation (6.87), the sample Mueller

matrix is rotated uniformly during sample measurement such that all angles are evenly sampled, all u
dependence vanishes, along with all contributions to the VCD from linear birefringence.

If, on the other hand, the Mueller matrix of the sample is extended to second order using

Equation (8.6), the following angle dependent expression is obtained,

MS2ðuÞ ¼

1þ 1

2
LD2 þ LD02� � �LDc2uþ LD0s2u � LD0c2u� LDs2u CDþ 1

2
LBLD� LBLDð Þ

� LDc2uþ LD0s2u 1þ 1

2
LD2 � LB2
� �

c22u �CBþ 1

2
LD0LDþ LBLB0ð Þc4u �LBc2u� LB0s2u

þ 1

2
LD02 � LB

02
� �

s22u þ 1

4
LD2 � LD02 þLB02 � LB2
� �

s4u

� 1

2
LD0LDþ LBLB0ð Þs4u

� LD0c2u� LDs2u CBþ 1

2
LD0LDþ LBLB0ð Þc4u 1þ 1

2
LD02 � LB02� �

c22u LB0c2u� LBs2u

þ 1

4
LD2 �LD02 þ LB02 � LB2
� �

s4u þ 1

2
LD2 � LB2
� �

s22u

þ 1

2
LD0LDþ LBLB0ð Þs4u

CD� 1

2
LBLD� LBLDð Þ LBc2uþ LB0s2u � LB0c2uþ LBs2u 1þ 1

2
LB2 þ LB

02
� �

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(8.10)

Here, terms involving products second order with circular properties, such as CD2, CDCB, CDLD,

and CDLB, are ignored as being very small. Only second-order terms in linear properties are retained

as linear difference properties tend to be larger than circular difference properties, except for chiral

liquid crystals and similar supramolecular chiral structures. If the orientation of the sample cell is

averaged over all angles, such as with a uniformly rotating cell, then all terms dependent on u vanish
leaving the following expression for the Mueller matrix,

MRS2¼

10�A

1þ1

2
LD2þLD02� �

0 0 CD�1

2
LBLD�LB0LD0ð Þ

0 1þ1

4
LD2�LB2þLD02�LB02� � �CB 0

0 CB 1þ1

4
LD2�LB2þLD02�LB02� �

0

CD�1

2
LBLD�LB0LD0ð Þ 0 0 1þ1

2
LB2þLB02� �

0
BBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCA

(8.11)
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The quadratic terms along the diagonal are very small relative to unity and therefore can be deleted.

This gives an even simpler expression for the second-order rotating-sample Mueller matrix,

MRS2 ¼ 10�A

1 0 0 CD� 1

2
LBLD� LB0LD0ð Þ

0 1 �CB 0

0 CB 1 0

CD� 1

2
LBLD� LB0LD0ð Þ 0 0 1

0
BBBBBBB@

1
CCCCCCCA

ð8:12Þ

Comparing Equation (8.12) with Equation (6.87), the CD matrix elements have an additional

orientation-independent term. The generalization of Equation (6.88) that includes the orientation-

independent second-order contributions is:

ID ¼ IDC

2
1þ 2J1 a0

M1

� �
CDþ 1

2
LBLD� LD0LB0ð Þ

� 	
� 2J2 a0

M1

� �
CB


 �
ð8:13Þ

The additional terms due to the product of LB and LD can produce an orientation independent artifact

for a solid phase sample and also from the cell windows of a solution-phase sample. The fast and slow

axes of the LB term are defined as alignedwith those of the PEMswhile the axes of linear dichroism for

the LD term are vertical and horizontal. One can think of this CD intensity mechanism as one in which

LB shifts the natural balance between RCP and LCP states of the radiation from the PEM that results in

a small additional vertical component for RCP radiation and a corresponding horizontal component

for LCP, or vice versa. The LD of the sample then converts the small vertical–horizontal polarization

modulation at the PEM frequency into intensity modulation at the PEM frequency, and hence an

artifact contribution to the CD spectrum. The LD0LB0 term acts in the same way except both the LB0

axes and the LD0 axes differ by 45� from those of the LDLB term. The difference between the LDLB

term and the LD0LB0termmay not be large.Most likely this solid-phase artifact will be significant only

for highly aligned samples or chiral single crystals with both LB and LD axes appropriately aligned.

With polycrystallinemulls, which have no overall spatial alignment, there is a lower likelihood for this

source of artifact to be significant.

In Figure 8.8 we present a comparison of the IR and VCD spectra of L-alanine as a solution and

hydrocarbon (nujol) oilmull (Lombardi, 2011). Alanine is the simplest of the chiral amino acids. It has

a methyl group at the asymmetric carbon instead of the hydrogen found on the non-chiral glycine

molecule, the simplest amino acid. The solution spectra are generally broader and represent a

composition of the conformers of alanine in solution. The composition includes numerous config-

urations of the L-alanine molecule with hydrogen bonded water molecules. The solid-phase mull

spectra on the other hand possess bands that are narrower and represent the more limited and specific

configuration of alanine molecules in an alanine crystal. Alanine crystallizes with two alanine

molecules per unit cell and the effects of the splitting of pairs of vibrational modes from the

interaction of associated pairs of alanine molecules can be seen in the spectra. The most dominant

VCD bands in the solution spectra arise from a (þ ,� ,þ ) triplet of modes near 1410, 1360, and

1300 cm� 1 representing the symmetric stretch of the CO2
� group and a pair of orthogonal methine

CH bending modes at the asymmetric chiral carbon. These same three VCD bands with the same

intensities relative to each other and their parent IR bands can be seen in the solid-phasemull spectrum,

but in the latter spectrum these VCD bands are no longer the dominant features. Instead the vibrations

in the region of the anti-symmetric stretch of CO2
� centered at 1600 cm� 1 exhibit very large VCD.

The reason these bands are large in the mull VCD but not in the solution VCD is that in the crystal, the

average torsional-angle orientation of the CO2
� is fixed in the crystal but varies widely in the solution
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phase. The VCD intensities from the different torsional angle of the CO2
� group possess different

signs that heavily cancel in the observed solution-phase VCD spectrum.

If one inspects the solid-phase IR andVCDspectra for artifacts, the parent IR bands are very close to

symmetric in shape indicating only minor contributions, if any, from particle scattering. The angular

dependence of the mull spectra about the transmission direction of the IR beam show very small

variations of intensity, and therefore one can conclude that contributions from linear birefringence are

minor. This can be confirmed by comparing the VCD of mulls of L- and D-alanine and looking for

departures from mirror symmetry, which again is a signature of LB-artifact contributions to the VCD

spectra asmullVCDof solids ofmirror-imagemolecules should displaymirror symmetry towithin the

noise level of the spectra. In Figure 8.9, the IR and VCD spectra of mulls of L- and D-alanine are

compared. Here it can be seen that a high degree ofmirror symmetry is found for the VCDof these two

enantiomorphic solids. Furthermore, the IR spectra are nearly identical in both magnitude and shape

except for some variation in intensity near 1600 cm� 1, most likely due to differences in the water

content of the L- and D-alanine crystalline samples.

We conclude this section by discussing briefly additional methods of solid-phase sampling beyond

those of films and mulls discussed above. The first is spray-dried films (Lombardi, 2011). These are

produced by spraying a solution of a sample, typically aqueous, through a small nozzle that produces a

fine mist. If the nozzle is placed a few centimeters from a heated IR window, such as a CaF2 plate, the

solvent is rapidly evaporated leaving a spray-dried film that has crystallized predominantly in a

plane perpendicular to the direction of the spray. Spray-dried films of relatively small molecules that

are either zwitterions or charged chiral specieswith a counter ion have been shown to exhibit unusually

intense VCD compared with their parent IR intensities. Examples of two VCD spectra of spray-dried

films are given in Figure 8.10. In the first (left), the VCD spectrum of L-alanine as a spray-dried film is

compared with the corresponding IR and VCD spectra of a nujol mull. The IR spectra have been

matched to have nearly the same intensities and show close to identical spectra for the spray film and
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the mull. The VCD spectra, on the other hand, are completely different, both in magnitude and shape.

In particular, the bands of the spray-dried filmVCD spectra are one to two orders of magnitude larger

than those of the mull. Such a large increase can only arise from an additional degree of chiral order

existing in the film beyond that found in the mull. It can be shown that the unit cell geometry of the

alanine crystals in both the spray filmandmull are the same, in agreementwith only one known formof

L- (or D-) alanine crystal structure. The difference between these two solid-phase samples must be due

to some chiral arrangement of two-dimensionally grownmicro-crystals of alanine. The exact source of

this large VCD enhancement is presently unknown and is currently beyond present computational

models of VCD intensity.

Another interesting example of spray-driedVCD is that of glycine (Lombardi, 2011).Asmentioned

above, glycine is both the simplest amino acid and the only naturally occurring achiral amino acid.

Despite this, glycine has three known crystal forms, a, b, and g , the last two of which are chiral

crystals. Mulls of glycine typically show VCD originating from one or both chiral crystal forms even

though the solution of glycine naturally shows no VCD. The ability to observe VCD from chiral

crystals of achiral molecules is another interesting application of the VCD of solids. VCD of spray-

dried films of from pure glycine solutions show enhanced VCD that can either be predominantly

one sign or another, depending on the chirality of the initial crystals formed in the spray process or

possibly from any chiral contamination on the surface of the IR window prior to the initiation of the

spray process. As shown in on the right side of Figure 8.10, the chirality of the glycine spray-dried film
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Figure 8.9 IR and VCD spectra of L- (A) and D-alanine (B) as nujol mulls. The experimental conditions are
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can be controlled by the addition of a small amount of either L- or D-alanine. The alanine molecules

direct the formation of the glycine film to the chiral sense of the alanine molecules, while the presence

of alanine bands in either the parent IR or VCD spectra of the glycine is not visually detectable. The

level of VCD enhancement relative to the parent IR spectrum in the spray-dried film of glycine is on

the same scale as the intense VCD exhibited by spray-dried alanine films.

Finally, we note that VCD can bemeasured fromKBr pellets provided again that the crystal particle

size of both the KBr and includedmicro-crystals is small relative to thewavelength of the IR radiation

such that scattering contributions are small. To date no publications of VCD spectra using attenuated

total reflection (ATR) have been published. Such publications must await the development of a

theoretical and practical methodology for the control of artifacts arising from the ATR beam path

that heavily depends on off-axis reflections which badly distort the balance between RCP and LCP

states of radiation.

8.2.6 Presentation of IR and VCD Spectra with Noise Spectra

We conclude this section on IR and VCDmeasurement by presenting in Figure 8.11 the IR, VCD, and

VCD noise spectra of the molecule 2,2-dimethyl-dioxolane-4-methanol (DDM) as a neat liquid from

the mid- IR region through to most of the near-IR region.

The instrumentation used in these various spectral regions is described in Section 8.2.1. The

mid-IR region features a rich array of fundamental vibrational modes. The hydrogen-stretching

region exhibits CH-stretching bands centered near 2900 cm� 1 and an OH-stretching band near

3400 cm� 1 that is broadened by hydrogen bonding. The spectra from 3800 to 10 000 cm� 1 feature

overtone and combination bands of predominantly hydrogen-stretching and bending vibrations.
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The combination band region extends from 3800 to 4500 cm� 1 for the CH modes and near

4800 cm� 1 for the OH modes. The overtone of the CH stretching region occurs near 5800 cm� 1

while the overtone of the OH stretching mode is centered near 6800 cm� 1. At a weaker level of

intensity are the second combination bands (two stretches and one bend) of the CH modes near

7200 and the OH modes near 8400 cm� 1. Closer to 8700 cm� 1 is the weak feature of the second

overtone of the CH-stretching mode, but interestingly it shows little VCD intensity compared with

that of the second OH combination band at 8400 cm� 1. Overall, these spectra demonstrate that

even though the intensity of near-IR absorption decreases significantly with higher levels of

overtone and combination band modes, the VCD remains proportionately the same size and

therefore equally measurable compared with the corresponding spectra in the mid-IR regions

where bands from primarily fundamental transitions are observed.
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8.3 Measurement of Raman and ROA Spectra

The measurement of Raman and ROA involves many differences from the measurement of IR

and VCD spectra described above. One major difference is the preferred solvents; aqueous

solvents versus non-aqueous are preferred for Raman and ROAmeasurement as water has a relatively

weak Raman scattering spectrum. This opens up the full range of biomolecules, such as proteins,

nucleic acids, carbohydrates, glycoproteins, and viruses for direct sampling as aqueous solution

with ROA. The principal concerns for obtaining quality of ROA spectra involve reduction of

background fluorescence, sufficient sample concentration, and sample stability under extended

laser radiation. These concerns are related to the need to obtain close to 1010 Raman counts for

themajor bands in theRaman spectrumas the dominant noise source at each point in the spectrum is the

square root of the total Raman counts. Because ROA intensities are 3–5 orders of magnitude smaller

than the parent Raman intensities, the noise level needs to be approximately five orders of magnitude

smaller than the parent Raman bands of interest in order to see all the feature in the ROA spectrumwell.

To generate this level of Raman counts, relatively high laser powers and relatively long accumulation

times are necessary. Background fluorescence, usually originating in impurities, diminishes the signal-

to-noise ratio in the Raman and ROA spectra, and hence must be reduced as much as possible. Thus,

obtaining a high-quality ROA usually means taking steps to make sure the sample is free of dust and

impurities, and stable over one ormore hours of collection time, except for simple samples, such as neat

liquids of rigid chiral molecules, which yield quality ROA spectra in tens of minutes.

8.3.1 Choice of Form of ROA and Scattering Geometry

Within the past two decades, the scattering geometry of choice for the measurement of ROA has been

180� backscattering. Prior to that nearly all experiments were performed in right-angle scattering

geometry, usually as incident circular polarization (ICP) ROA. During the 1990s, two forms of

backscattering ROAwere often performed, unpolarized ICP (ICPU) ROA from Barron’s laboratory in

Glasgow (Hecht et al., 1992; Hecht and Barron, 1995) and in-phase dual circular polarization (DCPI)

ROA in Nafie’s laboratory in Syracuse (Nafie et al., 1995; Vargek et al., 1997). With the advent of the

commercial ROA spectrometer, using backscattering scattered circular polarization (SCP) ROA

(Spencer et al., 1988), and an automated artifact-correction design with dual fiber optic

collection optics (Hug and Hangartner, 1999; Hug, 2003), almost all ROA measurement are now

backscattering SCPU-ROA. Future developments, however, may offer all four forms of ROA (ICP,

SCP, DCPI, and DCPII) as described further below. Once these options become available, then

consideration ofwhich formofROA to use, depending on the goal of themeasurementswill become an

important issue.

As described theoretically above, both ICPU and SCPU Raman spectra are polarized Raman

scattering intensities. In the far-from-resonance (FFR) approximation, which holds well for most

colorless samples, the ROA for these two forms of ROA are the same. Artifacts are most susceptible

from highly polarized Raman bands, and hence ROA from these bands may not always be reliable

compared with ROA from Raman bands that are predominantly depolarized. By contrast, backscat-

tering DCPI-Raman is a strictly depolarized form of Raman scattering, and yet in the FFR

approximation DCPI-ROA is identical with that of ICPU- and SCPU-ROA. This is because in the

FFR, DCPII-ROA is zero and DCPI-Raman and -ROA differ from ICPU- and SCPU-Raman and -ROA

by the elimination of DCPII-Raman and -ROA. On the other hand, DCPII-Raman is a highly polarized

form of ROA, which contributes polarized bands and ROA artifact susceptibility to the measurement

of ICPU- and SCPU-Raman and -ROA. In the future, when automated artifact reduction instrumen-

tation with the capability to measure DCPI-Raman and -ROA, in most cases, and particularly for

biological samples, DCPI will become the method of choice for ROA measurements.
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8.3.2 Raman and ROA Sampling Methods

The active region of a sample undergoing Raman and ROA measurement is confined to the highly

focused volume of the incident laser intensity. For standard focusing lenses and incident laser beams,

this region can bemeasured in fractions of amicroliter. As a result sampling volumes in the absence of

laser absorption can be very small. This currently is a major difference between ROA and VCD

measurements, where for the latter, the IR beam at the sample is not highly focused and sample

volumes must be significantly larger. Development of infrared microscope imaging for VCD in the

future, however, may equalize this difference.

8.3.2.1 Sample Cells and Accessories

Two types of samples cells have been used for backscattering ROA measurements. One is a small

quartz cuvettewith flat thin windows for passage of the incident laser radiation and the backscattering

of the Raman radiation. The other, requiring even smaller sample volumes, is a thin quartz capillary

tube where the Raman sample need only be present for a short section along the tube where the laser

focus occurs. Here, the surface of the tube is cylindrical in shape. This has some advantage compared

with a flat surface due to an increase in the solid angle of radiation collected from the laser focal volume

for a given solid angle subtended by the collection lens. For backscattering the lens used to focus the

incident laser radiation is the same as that used to collect the backscattered Raman radiation. ROA

measurements using a thin capillary tube significantly reduces the sample volume required for

the measurement of an ROA spectrum but introduces a greater challenge in positioning the sample in

the laser beam due to the higher level of spatial precision required.

8.3.2.2 Sample Purification and Fluorescence Reduction

Mostmeasurements ofROAtodatehave involvedeither neat liquidsor aqueous solutions. In thecaseof

neat liquids, the samplesmaybeusedasavailable fromacommercial sourceprovided therehasnotbeen

chemical decomposition due to temperature or exposure to ambient radiation, that is, photochemical

damage. Typically, fluorescence is not a problem for neat liquids such as chiral monoterpenes.

For aqueous solutions of biological samples, such as proteins, greater care is needed in sample

preparation to avoid unwanted fluorescence. Firstly, the water used to dissolve the sample should be

de-ionized and distilled. The biological solution should then be passed through a micron-sized

millipore filter to removed dust particles and other small particulate impurities. Another useful step is

to add activated charcoal to the solution, shake, and let the charcoal settle to the bottom of the solution.

The solution may also be centrifuged and the supernatant only used as the ROA sample. Finally, if a

fluorescence background larger than the Raman bands is encountered, or if any undesired fluorescence

is present with the Raman spectrum, the sample may be exposed to the incident laser radiation to burn

off the fluorescence. The duration of the laser fluorescence burn-off depends on the severity of the

fluorescence and the desired level of background fluorescence. Decreasing the background noise from

fluorescence photon counts using laser burn-off is usually well worth the time in achieving a desired

level of ROA spectral quality. Because biological samples, even ones commercially obtained, are

isolated from living organisms, there is almost always a background level of fluorescence fromorganic

compounds left over after the biochemical isolation and purification steps. The amount of background

fluorescence present for different types, or even lots, of biological sample can vary significantly.

Further purification of the biological sample may be necessary if fluorescence levels are encountered

that exceed what can be tolerated in the measurement of the ROA spectrum of the sample.

8.3.3 Instrument Laser Alignment

Commercial ROA spectrometers are pre-aligned and reasonably stable; nevertheless, in some cases

refinement of the alignment of the ROA spectrometer is necessary to achieve a spectrum with
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sufficiently low interfering artifacts, mostly from the polarized Raman bands as discussed above.

The basic idea with ROA instrument alignment is to keep the incident and scattered radiation

beams centered in the optical elements along the incident and scattered radiation rails of

the spectrometer. Centering the beam in the optical elements ensures that distortions of the

polarization states of the incident and scattered radiation are kept to a minimum, which in turn

allows the spectrometer tomaintain the desired balance between the delivery and detection ofRCPand

LCP states of the light.

8.3.4 ROA Artifact Suppression

Artifacts arise inROA from two principal sources. If there is an overall imbalance of either the delivery

or detection of RCP and LCP radiation, an excess Raman spectrum or combination of Raman spectra

will be present in addition to the desiredROA spectrumwhen the difference betweenRaman scattering

between designated RCP and LCP radiation states is taken. A related effect is if the modulation

between RCP and LCP is not between perfect CP states, such that small net linear polarization

components of the light are delivered to the sample or the detector after scattering. Such small linear

polarization components create in effect a modulation between elliptical polarization states instead

of pure circular polarization states. As Raman scattering is sensitive to differences in orthogonal

linear polarization states at the level of the depolarization ratio, any net linear polarization content of

the incident and/or scattered radiation can lead to artifacts related to the depolarization ratio of

the sample. Because strong polarized bands give rise to the largest intensity differences between

parallel and perpendicular polarization states for the incident and scattered radiation, strongly

polarized Raman bands are most susceptible to the occurrence of artifacts dependent on the optical

alignment and CP modulation of the spectrometer.

8.3.4.1 Artifact Reduction Scheme of Hug

In 1999 Hug completed construction of a new backscattering Raman spectrometer that included an

automated ROA artifact reduction scheme, which was explained in more detail in a paper published

in 2003 (Hug and Hangartner, 1999; Hug, 2003). The idea behind the artifact reduction scheme is to

use a number of half-wave plates (HWPs) in both the incident and scattered optical rails to create, in

a time-average sense, equal CP balance as desired for both the incident and scattered radiation.

The exact method is somewhat dependent on the form of ROA measured, whether it be ICP, SCP, or

one of the two DCP forms of ROA. There is more than one way to explain the artifact reduction

scheme. One way is to say that by insertion of two HWPs, one before and one after the sample,

one can create in effect a virtual (optically created) enantiomeric sample compared with the

original one measured when the HWPs were not present. Hug called this the method of the

virtual enantiomer. For example, if a difference in RCP minus LCP is being measured for the chiral

sample, insertion of an HWP before the sample changes RCP to LCP and LCP to RCP for

measurement at the sample, and the HWP after the sample restores the CP states to their original

states. Insertion of two HWPs, one before and one after the sample, is equivalent to exchanging

the original chiral sample with its mirror-image (enantiomeric) form. This automatically cancels any

CP bias that may be present in the beam as insertion of HWP plates allows the measurement of

LCP intensity minus RCP intensity, as opposed to the original intensity difference for RCP minus

LCP, without any change in the actual polarization states, first RCP and then LCP, being measured

by the instrument. This focuses the measurement only on the actual desired intensity difference

to be measured without a concern for differences or biases in the responses of the instrument

for RCP versus LCP to enter into the measurement. Such biases cancel out when the two RCP minus

LCP differences, one for the chiral sample and one for its virtual enantiomer, are combined

by subtraction.
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8.3.4.2 Artifact Suppression for Backscattered SCPU Measurement

With these basic concepts in mind, the way in which an SCPU-ROA instrument in general, and the

commercial ChiralRAMAN ROA spectrometer in particular, can be configured to reduce to first order

CP biases in the incident and scattered radiation is as follows. The laser radiation passes through a

linear polarizer to reduce the levels of circular polarization thatmight be present. The beam then passes

through a linear rotator (LR) comprised of a rotatingHWPoptimized for the incident laserwavelength.

The LR rotates the plane of polarization of the light beam through 360� twice per rotation of the HWP.

In this way, the LP polarization content of the beam is eliminated in a time-averaged sense during the

course of the ROA measurement. After the LR the beam passes through a circular converter (CC),

which consists of another HWP that for exactly equal time periods is either in the beam path or out of

the path. When in the beam path, the CC reverses whatever CP bias might be present on the beam.

Following the CC the incident laser beam has, in a time-average sense, no LP or CP bias and hence is

effectively completely unpolarized, as desired for SCPU intensities.

For the scattered beam containing different intensities of the RCP and LCP light, the beam first

passes through anLRwith half-wave retardation set to approximately thewavelength corresponding to

the middle of the Raman scattering or roughly 1000 cm� 1 from the Rayleigh line. It is important that

HWPs used for the scattered radiation are zeroth-order so that the half-wave dependence of the plate

about the optimumwavelength is as slow as possible. This LR removes any stray LP components from

the scattered beam so that only differences between CP states of radiation are measured. This is

followed by a CC that for half of the collection time is in the beam and for the other half is out of the

beam. When the CC HWP is out of the beam, LCP and RCP intensities are measured as their own CP

states, and when the HWP is in the beam, LCP and RCP intensities are interchanged and measured as

their opposite CP states. In this way, LCP and RCP intensities are measured without any bias the

instrument may have for the measurement of RCP versus LCP radiation. In an SCP-ROA measure-

ment, orthogonal CP states are converted into orthogonal LP states by a liquid crystal retarder acting as

a quarter-wave plate. These LP states are then spatially divided by a polarization beamsplitter and

after several optical steps imaged simultaneously on the upper and lower halves of a CCD detector for

the measurement of the SCPU-Raman (sum) and -ROA (difference) spectra.

8.3.5 Forms of Backscattering ROA and their Artifacts

In this section we look a bit further into sources of artifacts in ROA backscattering for all four forms of

ROA. We do this by assuming the presence of undesired imbalances for the intensity of RCP versus

LCP in the delivery of incident radiation to the sample or undesired imbalances in the measurement

of RCP versus LCP intensities in the scattered beam. At the level of Raman spectra, ignoring effects

of chirality, and hence ROA, there are two main forms of CP backscattered Raman spectra, namely

co-rotating or contra-rotatingCP states of the incident and scattered radiation. FromEquations (2.118)

and (2.119), these Raman intensities are given by:

Ico ¼ IRR 180�ð Þ ¼ ILL 180�ð Þ ¼ 2K 6bS ~að Þ2
h i

¼ 2K 6b ~að Þ2
h i

ð8:14Þ

Icontra ¼ IRL 180�ð Þ ¼ ILR 180�ð Þ ¼ 2K 45a2 þbS ~að Þ2 þ 5bA ~að Þ2
h i

¼ 2K 45a2 þb ~að Þ2
h i

ð8:15Þ

where for simplicity we have reduced these expressions to the far-from-resonance (FFR) approxi-

mation using bS ~að Þ2 ¼ b ~að Þ2 and bA ~að Þ2 ¼ 0. The co-rotating intensities, IRR and ILL , are pure

depolarized Raman intensities, while the contra-rotating intensities, IRL and ILR, are highly polarized

Raman intensities. These two classes ofRaman intensities can bemeasured by using firstRCPand then

LCP for the polarization of the incident beam of a backscattering SCP-ROA spectrometer in which

case one first measures simultaneously IRR and IRL , and then simultaneously ILR and ILL .
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8.3.5.1 Direct Measurement of all Four Forms of ROA Intensities

If one now includes contributions from chirality, the four measured CP Raman intensities, IRR , I
L
L , I

R
L ,

and ILR can be grouped into the four distinct forms of CP ROA as:

SCP-ROA: DIU ¼ ðIRR þ ILRÞ� ðIRL þ ILLÞ ¼ IUR � IUL ð8:16Þ

ICP-ROA: DIU ¼ ðIRR þ IRL Þ� ðILR þ ILLÞ ¼ IRU � ILU ð8:17Þ
DCPI-ROA: DII ¼ IRR � ILL ð8:18Þ
DCPII-ROA: DIII ¼ IRL � ILR ð8:19Þ

where in the first two equationsweuse the fact that the sumof equal amounts ofRCPandLCP intensities,

either in the incident or scattered radiation, is equivalent to unpolarized (U) intensity. Here, it can be seen

that if one hasmeasured the fourRaman intensities, IRR , I
L
L , I

R
L , and I

L
R, the two forms ofDCP-ROAare the

easiest forms of ROA to construct. These four DCP Raman measurements are illustrated in Figure 8.12

(Li and Nafie, 2011) for neat (þ )-a-pinene where the highly polarized form of contra-rotating Raman

intensity, associated with DCPII-ROA measurement in Equation (8.19) can be compared with the pure

depolarized co-rotating Raman intensity associated with DCPI-ROA measurement in Equation (8.18).

The corresponding four forms of ROA constructed from the four DCP Raman spectra shown in

Figure 8.12 using Equations (8.16)–(8.19) are shown in Figure 8.13 for neat (þ )-a-pinene (Li and
Nafie, 2011). Here we can see that DCPII-ROA is close to zerowithin the noise level and that the other

three forms of ROA are essentially equal to one another. From Equations (8.16) and (8.17), it can be

seen that ICP- and SCP-ROAdiffer fromDCPI-ROAby the addition or subtraction of a zero plus noise

DCPII-ROA spectrum. By inspection of Figure 8.13 it can be seen that the DCPI-ROA spectrum,

although essentially the same as the ICP- and SCP-ROA spectra, has distinctly less noise. Another way

of stating this idea is that backscattering DCPI-ROA arises in this FFR case from pure co-rotating

depolarized Raman spectra and that all the ROA intensity in an unpolarized backscattering ICP- or

SCP-ROA originates from DCPI-ROA but with extra ‘empty’ Raman intensity from DCPII contra-

rotating Raman spectra.

Figure 8.12 Pure dual circular polarization (DCP) backscattering Raman intensities of neat (þ )-a-pinene.
The two uppermost spectra, ILR [I(L,R)], and I

R
L [I(R,L)], are polarized contra-rotating Raman spectra while the

next two, IRR [I(R,R)], and ILL [I(R,R)], are depolarized co-rotating Raman spectra. The bottom spectrum
represents the four different ways of forming unpolarized backscattering Raman spectra associated
backscattering ICP- and SCP-ROA measurements. Reproduced with permission from John Wiley & Sons
(Li and Nafie, 2011)
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8.3.5.2 Artifacts from Imbalance in Incident CP Intensities

If in ROA measurements there is an imbalance, d, in the amount of RCP and LCP incident radiation

intensity, the four different forms of ROA have deviations (artifacts) from their true values defined

above by the addition (or subtraction) of small fractions, d, of the sample’s co-rotating, Ico, and/or

contra-rotating, Icontra Raman spectra. This is shown by the following equations where positive d is

defined as an excess of LCP:

SCP: DIUðdÞ ¼ IRR þ ILRð1þ dÞ� � IRL þ ILLð1þ dÞ� 

¼ IUR � IUL
� �þ d ILR � ILL

� � ¼ DIU þ d Icontra � Icoð Þ ð8:20Þ

ICP: DIUðdÞ ¼ IRR þ IRL
� � ILRð1þ dÞþ ILLð1þ dÞ� 

¼ IRU � ILU
� �� d ILR þ ILL

� � ¼ DIU � d Icontra þ Icoð Þ ð8:21Þ

DCPI: DIIðdÞ ¼ IRR � ILLð1þ dÞ ¼ DII � dIco ð8:22Þ

DCPII: DIIIðdÞ ¼ IRL � ILRð1þ dÞ ¼ DIII � dIcontra ð8:23Þ

For this source of ROA artifact, each of the four forms of ROA has a different artifact expression. Of

these, only the artifact for DCPI-ROA has no contribution from Icontra that has strong contributions

from polarized bands, which are the most serious spectral locations of artifacts in ICP- and SCP-ROA

spectra. Each of the artifact expressions are simply small fractions d of pure or combined forms of co-

and contra-rotating Raman spectra.

8.3.5.3 Artifacts from Imbalance in the Detection of Scattered CP Intensities

We next consider artifacts due to an imbalance, «, in the detection of RCP and LCP scattered radiation

intensity. The four different forms of ROA have artifact expressions given by where positive « is

defined as an excess of LCP:

Figure 8.13 Four forms of ROA constructed from the four DCP-ROA measurements for neat
(þ )-a-pinene shown in Figure 8.12 according the expressions: ICP-ROA ðIRR þ IRL Þ� ðILR þ ILL Þ; SCP-ROA
ðIRR þ ILRÞ� ðIRL þ ILL Þ; DCPI-ROA IRR � ILL ; and DCPII-ROA: IRL � ILR. Reproduced with permission from John
Wiley & Sons (Li and Nafie, 2011)
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SCP: DIUð«Þ ¼ IRR þ ILR
� � IRL ð1þ «Þþ ILLð1þ «Þ� 

¼ IUR � IUL
� �� « ILR þ ILL

� � ¼ DIU � « Icontra þ Icoð Þ ð8:24Þ

ICP: DIUð«Þ ¼ IRR þ IRL ð1þ «Þ� � ILR þ ILLð1þ «Þ� 

¼ IRU � ILU
� �þ « ILR � ILL

� � ¼ DIU þ « Icontra � Icoð Þ ð8:25Þ

DCPI: DIIð«Þ ¼ IRR � ILLð1þ «Þ ¼ DII � «Ico ð8:26Þ

DCPII: DIIIð«Þ ¼ IRL ð1þ «Þ� ILR ¼ DIII þ «Icontra ð8:27Þ

where « is associated with a positive value for an imbalance favoring LCP detection over

RCP detection.

8.3.5.4 Artifacts from Imbalance in both Incident and Scattered CP Intensities

If we combine these analyses and assume no second order contributions, say proportional to d«, to

observed artifacts we can write the expressions for the four forms of ROA as:

SCP: DIUðd; «Þ ¼ IRR þ ILRð1þ dÞ� � IRL ð1þ «Þþ ILLð1þ dþ «Þ� 
¼ DIU þ d Icontra � Icoð Þ� « Icontra þ Icoð Þ
¼ DIU þðd� «ÞIcontra �ðdþ «ÞIco

ð8:28Þ

ICP: DIUðd; «Þ ¼ IRR þ IRL ð1þ «Þ� � ILRð1þ dÞþ ILLð1þ dþ «Þ� 
¼ DIU � d Icontra þ Icoð Þþ « Icontra � Icoð Þ
¼ DIU �ðd� «ÞIcontra �ðdþ «ÞIco

ð8:29Þ

DCPI: DIIðd; «Þ ¼ IRR � ILLð1þ dþ «Þ ¼ DII �ðdþ «ÞIco ð8:30Þ

DCPII: DIIIðd; «Þ ¼ IRL ð1þ «Þ� ILRð1þ dÞ ¼ DIII �ðd� «ÞIcontra ð8:31Þ

These expression demonstrate that only two forms of correction terms are needed for all four forms

of ROA, namely ðdþ «ÞIco and ðd� «ÞIcontra. The signs and relative magnitudes of the CP imbalance

parameters, d and «, for any particular measurement of the four uncorrected CP Raman intensities IRR ,

ILLð1þ dþ «Þ, IRL ð1þ «Þ, and ILRð1þ dÞ need to be determined by an error analysis procedure. Various

approaches are possible, but an obvious one for backscattering geometry is that for a sample satisfying

the FFR approximation, such as trans-pinane or a-pinene, the DCPII-ROA spectrum is zero and

all three other fours of ROA are equal to one another, as demonstrated in Figure 8.13. Satisfying

these conditions would lead to an error analysis that is somewhat over-determined, but satisfaction of

these two constraints for all four forms of ROA should provide clear specification of the imbalance

parameters, d and «, and allow recovery of any form of artifact-free ROA desired. While d is most

likely a constant across all Raman frequencies, « may vary slowly across the spectrum as a function

of the HWP efficiency associated with standard artifact-suppression optics for the SCP-ROA

scattered beam.

The artifact analysis just presented assumes an ROA spectrometer equipped with artifact

suppression optics. In particular, it assumed that all linear polarization components are eliminated
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from the incident laser radiation and from the scattered radiation by LR HWPs that average to zero by

rotation over time all linear polarization components of the light beams. If this assumption is violated,

say by non-optimized HWPs, the artifact analysis becomes much more complex.

8.3.6 Presentation of Raman and ROA Spectra

ROA and Raman spectra are displayed similarly to VCD and IR. It is customary to plot the parent

Raman spectrum below and on the same frequency axis as the ROA spectrum as shown in Figure 8.14

for the sampleR-(þ )-a-pinene (Hug, 2003). For Raman and ROA spectra, the dominant noise level at

any point in the spectrum is the square root of number of Raman counts. The counts registered on a

CCD camera are proportional to the number of Raman photoelectrons registered by the CDD, but as

the conversion from electrons to counts is calibrated and strictly proportional with no offset, the

square-root rule for the noise level is appropriate. Because the noise level is easily estimated from the

Raman spectrum, it is customary not to include a noise spectrum, contrary to the custom for VCD.

Instead, as shown in Figure 8.14, the degree of circularity, defined previously in Chapter 2, can be

presented above the ROA spectrum. The degree of circularity spectrum is defined for backscattering as

Figure 8.14 The backscattered unpolarized SCP-Raman, -ROA and degree of circularity (lower to upper)
of R-(þ )-a-pinene from 35mL of neat liquid. The laser exposure time was 33min and the laser power at
the sample was 420mW. Reproduced with permission from the Society of Applied Spectroscopy
(Hug, 2003)
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the difference in the co-rotating Raman spectrum minus the contra-rotating Raman spectrum divided

by their sum as shown in Equation (8.32):

RC 180�ð Þ ¼ IRR � IRL
IRR þ IRL

¼ � 45a2 þ 5b ~að Þ2
45a2 þ 7b ~að Þ2 ¼ � LC 180�ð Þ ð8:32Þ

This contains information about the conventional right-angle-scattering depolarization ratio involving

unpolarized incident or scattered radiation, rn 90�ð Þ, by RC 180�ð Þ ¼ 2rn 90�ð Þ� 1. The degree of

circularity, RC 180�ð Þ, varies from þ 5/7 for depolarized bands, where a2 ¼ 0 and rn 90�ð Þ ¼ 6=7, to
� 1 for completely polarized bands where b ~að Þ2 ¼ 0 and rn 90�ð Þ ¼ 0.
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9

Calculation of Vibrational
Optical Activity

The goal of this chapter is to provide an introduction to the basic concepts associated with the

calculation of VOA intensities. Combined with the methodology for measuring of VOA spectra,

described in Chapter 8, knowing how to understand, execute, and interpret calculations of VOAwill

enable one to useVOA to obtain stereochemical information and solve structural problems in a variety

of ways as described in the final chapter of this book.

We describe here how theoretical expressions for VCD and ROA intensity developed in Chapters 4

and 5, respectively, are used to calculate VOA intensities usingmodern quantummechanical methods.

The steps required to calculate a VOA spectrum begin with the specification of themolecular structure

and a particular choice of absolute configuration. This is followed by a potential energy search to

identify the lowest-energy conformational states and the selection of the lowest of these for a full

quantummechanical force field analysis and determination of vibrational frequencies. Finally, a VOA

spectrum for each conformer is calculated and the resulting VOA spectra are averaged, usually

weighted by a Boltzmann energy distribution, to obtain a final VOA spectrum of the molecule. At this

point, the calculated VOA spectrum can be compared with the measured VOA spectrum and analyzed

in a manner appropriate to the application.

9.1 Quantum Chemistry Formulations of VOA

There are a variety of ways of thinking about the theoretical formulation of VCD and ROA intensities.

At one extreme are the simplest formulations or model expressions that either provide no excited

electronic state vibronic detail or provide it with the most stringent restrictions. Examples of these

formulations are VCD intensity that has no reference to the electronic states of the molecule or ROA

intensity that is independent of the frequency of the incident radiation field. The other extreme of

formulation involves explicit complex theoretical expressions summed over all the vibronic states of

the molecule that are applicable to any particular circumstance of proximity of vibrational states to

electronic transitions. In the case of VCD, this involves coupling between electronic and vibrational

Vibrational Optical Activity: Principles and Applications, First Edition. Laurence A. Nafie.
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magnetic dipole transition moments and for ROA any degree of resonance between the incident

radiation field and electronic excited states of the molecule.

Historically, the calculation of VCD and ROA started at the very simplest levels of theory in an

attempt to understand the measured VOA spectra from an elementary viewpoint. Early calculations

of VOA involved conceptual models, such as the coupled oscillator model (Holzwarth and

Chabay, 1972) or the fixed partial charge model for VCD (Schellman, 1973), as quantum

calculations were initially not practical. In the case of VCD, even if there were practical routes

the calculation of VCD intensity using quantum chemistry, the necessary fundamental quantum

theory had not yet been found. For ROA, the fundamental quantum theory was known from an early

stage (Barron and Buckingham, 1971), before ROA was discovered experimentally, but practical

ways of implementing the theory were not available, and so, as for VCD, simple models where used

as the first approach to spectral interpretation (Barron and Buckingham, 1975). When finally

practical ways were found for handling the sum over all defined excited electronic states of a

molecule, as required for bothROAandVCD intensity, the field ofVOAwas transformed from being

concerned about models andmodel calculations, to being focused on increasingly accurate quantum

chemistry methods that could be applied to the calculation of intensities without serious approx-

imations. Nevertheless, to date, the formulations of VOA used for quantum chemistry calculations

tend toward the more elementary versions of available VOA formulations that do not include

proximity or resonance with particular excited electronic states of the molecule. In this section, we

will define the basic formulations of VOA intensity used in currently available quantum chemistry

software, and in subsequent sections describe the necessary steps needed to carry out practical

calculations of the VOA spectra.

In the following subsections, we extend the theoretical developments of Chapters 2, 4, and 5 to form

a basis for describing the dependence of vibrational intensities on perturbations of the Hamiltonian,

and hence the total energy, of a molecule by an applied external field. Some of these expressions have

been presented in part previously, but we gather them here at the beginning of this chapter so we can

gain an overviewof the entire formalism and appreciate the degree of unity between the formalisms for

vibrational absorption, VCD, Raman scattering, and ROA. In particular all four classes of intensities

can be expressed as field-dependent and nuclear-coordinate dependent derivatives of the total energy

of the molecule.

9.1.1 Formulation of VA Intensities

We start with the perturbation of a molecule with an applied electric field F and show how the atomic

polar tensor (APT) in the position representation can be derived fromderivatives of the energy gradient

of the molecule with respect to the applied electric field. We consider the adiabatic electronic

Hamiltonian operator, HA
E Rð Þ, of the molecule with an electric field perturbation term, �mE �F,

resulting in the field adiabatic (FA) Hamiltonian operator,

HFA
E R;Fð Þ ¼ HA

E Rð Þ�mE �F ð9:1Þ

where mE is the electronic part of the electric-dipole moment operator of the molecule. The field

perturbation term describes the interaction energy between the electrons of the molecule and the

field. The field-dependent total ground state electronic energy is defined using the field-

perturbed Hamiltonian operator and the perturbed electronic wavefunction of the molecule

cFA
g r;R;Fð Þ as:

EFA
g R;Fð Þ ¼

D
cFA
g r;R;Fð Þ

��HFA
E R;Fð Þ

��cFA
g r;R;Fð Þ

E
ð9:2Þ
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We next recall from Equation (2.48) that the adiabatic Hamiltonian operator and the electronic

wavefunction, when expanded to first order in the nuclear position coordinates, are given by:

HFA
E R;Fð ÞF¼0 ¼ HA

E Rð Þ ¼ HA
E R0ð Þþ @HA

E

@RJ

� �
R¼0

�RJ ð9:3Þ

cFA
g r;Rð ÞF¼0 ¼ cA

g r;Rð Þ ¼ cA
E r;R0ð Þþ

X
J;a

@c A
E

@RJ

� �
R¼0

�RJ ð9:4Þ

In these equations, we first removed the external field dependence by setting F¼ 0 and then

expressing the nuclear coordinate dependence. Thus, the first-order dependence of the field-adiabatic

Hamiltonian operator in Equation (9.1) with respect to the applied field, F, and the nuclear coordinate,

R, is given by:

@

@Fb
HFA

E R;Fð Þ ¼ �mE;b ð9:5Þ

@

@Ra
HFA

E R;Fð Þ ¼ @HA
E

@RJ

� �
R¼0

ð9:6Þ

Recall that the atomic polar tensor, used to express vibrational absorption intensities is defined from

Equations (2.72) and (2.73) as the derivative of the total electric dipole moment, m, of the molecule

with respect the Cartesian nuclear coordinate where

m ¼ mE þmN ¼ �
X
j

erj þ
X
J

ZJeRJ ð9:7Þ

and

PJ
r;ab ¼ EJ

r;ab þNJ
r;ab ¼ @

@RJ;a
c A
g ðr;RÞjmb

��cA
g ðr;RÞ

D E� �
R¼0

ð9:8Þ

Furthermoe, the APT is related to the dipole strength of a vibrational transition in the ground

electronic state between levels gy and gy0 by:

Da
r;gy0 ;gy ¼ YA

gy0 ðr;QaÞjmjYA
gyðr;QaÞ

D E��� ���2 ¼ X
J

PJ
r;abSJa;a fa

gy0 jQajfa
gy

D E�����
�����
2

ð9:9Þ

where SJa;a ¼ ð@RJa=@QaÞQ¼0 is the transformation between Cartesian and normal coordinates that

represents the Cartesian displacement vector of each nucleus J in normal mode a. The nuclear part

NJ
r;ab in Equation (9.8) of the APT is trivial as given in Equation (2.74), and as a result, we focus our

attention on the electronic part of the APT, EJ
r;ab, the contribution of the electronic motion to the

change in the electronic part of dipole moment of the molecule,mE;b, with respect to the displacement

of the nuclear coordinate RJ;a from equilibrium:

EJ
r;ab ¼ @

@RJ;a
c A
g

��mE;b

��c A
g

D E� �
R¼0

¼ 2 cA
g mE;b

�� �� @c A
g

@RJ;a

* +
R¼0

ð9:10Þ
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When the molecule is exposed, at least theoretically, to an external electric field, F, an additional

opportunity opens for expressing the electronic APT, namely as the second-order derivative of the

electronic energy, Eg, with respect to first the applied electric field and second to the nuclear position.

This can be seen from the definition of EJ
r;ab by converting the dipole moment operator using

Equation (9.5) into the derivative of the electric-field perturbed Hamiltonian operator and then

continuing on to the second-derivative expressions with respect to the electronic energy as:

EJ
r;ab ¼

 
@

@RJ;a

D
c A
g jmE;b

��cA
g

E!
R¼0

¼ � @

@RJ;a
cA
g

���� @HFA
E

@Fb

����c A
g

* +
F¼0

0
@

1
A

R¼0

¼ � @

@RJ;a

@EFA
g

@Fb

0
@

1
A

F¼0

0
@

1
A

R¼0

¼ � @2EFA
g

@RJ;a@Fb

0
@

1
A

F¼0;R¼0

ð9:11Þ

If now we reverse the order of the differentiation of the second-order derivative, first the nuclear

position derivative followed by the electric field derivative, we can work backwards as:

EJ
r;ab ¼ � @2EFA

g

@Fb@RJ;a

0
@

1
A

R¼0;F¼0

¼ � @

@Fb

@EFA
g

@RJ;a

0
@

1
A

R¼0

0
@

1
A

F¼0

¼ � @

@Fb
cFA
g

���� @HA
E

@RJ;a

����cFA
g

* +
R¼0

0
@

1
A

F¼0

¼ � 2 c0
g

���� @HA
E

@RJ;a

���� @cFA
e

@Fb

* +
R¼0;F¼0

ð9:12Þ

The advantage of the second approach is that the energy gradient, the derivative of the energy with

respect to nuclear positions, ð@EA
g =@RJ;aÞR¼0, is already available from the determination of the

equilibrium conformation of themolecule, the geometry being optimizedwhen the energy gradients in

all nuclear coordinate directions are sufficient small. The second approach then involves only three

additional perturbations,Fx,Fy, andFz, of thematrix element, @=@Fb, in Equation (9.12) instead of the

3N Cartesian nuclear coordinate derivatives, @=@RJ;a, in Equation (9.11).

Analogous expressions can bewritten for thevelocity formulation of infrared vibrational absorption

intensity (Nafie, 1992). We present these expressions to show the close relationship of the velocity

form of the APT to the magnetic-dipole moment derivative with respect to nuclear velocity that is

needed for the atomic axial tensor (AAT) and VCD. Here, as with the formulation of VCD, we must

rely on the complete adiabatic (CA) approximation and the correlation of the electronic current density

(electron velocity fields) with nuclear velocity instead of just the Born–Oppenheimer adiabatic

approximation and correlation of the electron population density with nuclear position. The nuclear

position dependence is not needed as a dynamic variable. As a result, two perturbations are included in

the CAHamiltonian operator, the nuclear-velocity perturbation operator fromEquation (4.22) and the

field perturbation operator of the vector potential,A, as described previously in Chapter 4 by Equation

(4.94). Thus we write, analogously to Equation (9.1),

~H
FCA

E R; _R;A
� � ¼ HA

E Rð Þ� i�h
@

@R

� �
E

� _R� _mE �A=c ð9:13Þ

where the superscript FCA refers the field (electric-dipole vector potential A) complete adiabatic

Hamiltonian, and the subscriptE refers to differentiationwith respect toR of only the electronic part of
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the molecular wavefunction, and not the nuclear part. The tilda over the Hamiltonian operator

indicates a complex operator due to the imaginary perturbation terms associated with the nuclear

velocity perturbation and the velocity dipole operator, _mE. The dipole velocity operator, first defined in

Chapter 2, is given by:

_m ¼ _mE þ _mN ¼ �
X
j

e_rj þ
X
J

ZJe _RJ ¼ �
X
j

e
� i�h

m

� �
@

@rj
þ
X
J

ZJe
� i�h

MJ

� �
@

@RJ

ð9:14Þ

Using this perturbed Hamiltonian operator, we can write the derivative of the Hamiltonian with

respect to nuclear velocity as:

@

@ _RJ;a

~H
FCA

E R; _R;A
� � ¼�i�h

@

@RJ;a

� �
E

ð9:15Þ

Notice the close connection between the nuclear velocity derivative of the Hamiltonian in Equa-

tion (9.15) and the nuclear position operator that remains after the nuclear velocity derivative is taken.

The derivative of the field perturbation term is given by:

@

@Ab

~H
FCA

E R; _R;A
� � ¼ � _mE;b=c ¼�i�h

X
j

e

mc

� 	 @

@rjb
ð9:16Þ

If one compares the form of Equations (9.15) and (9.16) one sees close parallels between these two

perturbation derivatives; both are pure imaginary and both generate current density in the motion of

electrons in molecules. As previously for Equation (9.2), the electronic energy of the molecule in the

ground electronic state corresponding to theHamiltonian in Equation (9.13) is given at the equilibrium

nuclear position,R0, by:

EFCA
g R0; _R;A
� � ¼ 
~cFCA

g r;R0; _R;A
� �����~HFCA

E R0; _R;A
� �

~c
FCA

g r;R0; _R;A
� ������ ð9:17Þ

The velocity formulation of the electronic part of the APT is defined as the derivative of the

electronic velocity dipole moment with respect to the nuclear velocity as:

EJ
v;ab ¼

 
@

@ _RJ;a

~c
CA

g

��� _mE;b

���~cCA

g

* +!
R¼0
_R¼0

¼ 2 ~c
CA

g _mE;b

�� �� @~cCA

g

@ _RJ;a

* +
R¼0
_R¼0

ð9:18Þ

The same line of development as in Equations (9.11) and (9.12) leads to the following relationships,

EJ
v;ab ¼ @

@ _RJa

~c
CA

g _mE
b

��� ���~cCA

g

D E0
@

1
A

R¼0
_R¼0

¼� c
@

@ _RJ;a

~c
CA

g

@ ~H
FCA

E

@Ab

������
������~c

CA

g

* +
A¼0

0
@

1
A

R¼0
_R¼0

¼ � c
@

@ _RJ;a

@EFCA
g
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Here a factor c is needed before the second derivative to account for the difference in the form

of the field interaction of Equation (9.16) versus Equation (9.5). This last expression is the

second-order derivative of the energy with respect to the two perturbations of the Hamiltonian,

the nuclear velocity, and the vector potential. Reversing the order of these derivatives allows us

to write

EJ
v;ab ¼� c

@2EFCA
g
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The final two expressions above contain the overlap integral of two electronic wavefunction

derivatives, one with respect to the applied field, and the other with respect to the nuclear

position. There is a sign change for interchanging the order of the two wavefunctions in the

overlap matrix element as the left-hand wavefunction in the matrix element involves the complex

conjugate wavefunction. This expression for the electronic APT is similar to that of the magnetic

field perturbation method used to calculate the AAT where there appears to be no quantum

mechanical operator, and the overlap matrix is the not in the form of a conventional quantum

mechanical property matrix compared with the nuclear velocity definition of the AAT in

Equation (9.18).

9.1.2 Formulation of VCD Intensities

We have already developed the relevant equations for this section when the theory of VCD was

presented in Chapter 4. Here we present the equations again in a slightly different form and show the

close parallel to the field-dependent formulation of infrared vibrational absorption in general and the

velocity-dipole formulation in particular.

The expression for the CA Hamiltonian operator, first derived in Equation (4.22), perturbed by a

magnetic field H is given by:

~H
HCA

E R; _R;B
� � ¼ HA

E Rð Þ� i�h
@

@R

� �
E

� _R�mE �H ð9:21Þ

where, the magnetic-dipole moment operator can be written as:

m ¼ mE þmN ¼ e

2c
�
X
j

rj � _rj þ
X
J

ZJRJ � _RJ

 !
ð9:22Þ
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The derivative of this Hamiltonian operator by the nuclear velocity is the same as that for a vector

potential perturbation given in Equation (9.15), whereas the corresponding magnetic field derivative,

analogous to Equation (9.16), is given by:

@

@Hb
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E R; _R;H
� � ¼ �mE;b ¼ �

X
j

� e
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� 	
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¼ � i�h

X
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e
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� 	
«bgdrjg

@

@rjd
ð9:23Þ

VCD intensity is given by the rotational strength, which in turn depends on the imaginary part of the

scalar product of the electric- and magnetic-dipole transition moments where the former can be

expressed in either the dipole-position or dipole-velocity form as given previously in Equations (4.10)

and (4.14):
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As with the dipole strength these intensity expressions can be reduced to products of atomic polar and

atomic axial tensors as:
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The atomic axial tensor (AAT) is defined as the derivative of the magnetic-dipole moment of the

molecule with respect to the nuclear velocity where

MJ
ab ¼ IJab þ JJab ¼ @

@ _RJ;a

~c
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The electronic part of the atomic axial tensor is defined as:

IJab ¼
 

@

@ _RJ;a

~c
CA

g

��mE;b

��~cCA

g

D E!
_R¼0

R¼0

¼ 2 ~c
CA

g mE;b

�� �� @~cCA

g

@ _RJ;a

* +
_R¼0

R¼0

ð9:29Þ

As with the electronic APT, the expression of the electronic AAT can be derived from the second

derivative of the energy first with respect to nuclear velocity and second with respect to the external

magnetic field. Proceeding as before, we can replace the magnetic-dipole moment operator in

Calculation of Vibrational Optical Activity 267



Equation (9.29) by the derivative of the perturbed Hamiltonian with respect to the external magnetic

field, which gives
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The AAT has yet to be calculated by this nuclear velocity perturbation (NVP) route, but there are

reasons to believe that some theoretical and computational simplificationsmaybe realized by doing so.

The AAT is currently calculated by VCD software using the magnetic field perturbation (MFP)

approach. This can be formulated directly by reversing the order of differentiation in the last terms of

Equation (9.30) giving
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This last term is the commonly presented expression (usually without the 2�h pre-factor) for the AAT in

the MFP formalism that is used as the current basis for all calculations of VCD.

9.1.3 Formulation of Raman Scattering

From Chapter 2, we recall from Equation (2.94) that Raman scattering intensity is proportional to the

square of the complex induced electric-dipole moment of the molecule, ~mI
a, where v0 is angular

frequency of the incident laser radiation andvsthe angular frequency of the scatteredRaman radiation.

The Raman intensity in terms of the induced dipole moment is given by:

Iðv0;vsÞ ¼ k0vv
4
s ~mI

a

�� ��2sin2u ð9:32Þ

In this expression, Cartesian component notation is used, and as the subscript a is repeated in the

absolute square of ~mI
a, it is summed over all three Cartesian directions. The induced dipole moment
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operator arises from the tensor response of the molecule to the external field F of the incident

laser radiation by the following relationship where the tensor is the polarizability operator, ~a, of
the molecule

~mI
a ¼ ~mI

� �
a
¼ ~a �Fð Þa ¼ ~aabFb ð9:33Þ

The tilda above these quantities is included to allow for complex expressions that arise, for

example, when there is strong resonance between the polarizability and the incident radiation. In

the far-from-resonance limit, the complex form of the induced dipole moment and polarizability

operators is not needed. For Raman scattering, we need the derivative of the induced dipole

moment of the molecule with respect to the normal coordinate of vibration, Qa, and this derivative

can be expressed in terms of Cartesian nuclear coordinates using the usual transformation

involving S-vectors as:

@ ~mI
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 !
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FbS
a
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The Raman atomic polar tensor (R-APT) can be defined in analogy to infrared APT as:
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J

abg ¼
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Here and in analogous tensors below,we use theGreek subscripta for theCartesian nuclear coordinate

derivative. The R-APT is a third-order tensor that requires three scalar-product operations to reduce it

to a Raman intensity component. If now the field perturbed electronic Hamiltonian operator in

Equation (9.1) is expanded to include the induced electric-dipole moment, ~mI, and also the electronic

part of the intrinsic electric-dipole moment, mE, we can write

~H
FA

E R;Fð Þ ¼ HA
E Rð Þ�mE �F� ~mI �F

¼ HA
E Rð Þ�mE �F� ~a �Fð Þ �F ¼ HA
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Fb

¼ HA
E Rð Þ�mEb �Fb � ~abgFbFg ð9:36Þ

As a result, the R-APT can bewritten as the third derivativewith respect to the electronic energy of the

moleculewith twofield derivatives to arrive at the equilibriumpolarizability and one nuclear Cartesian

derivative for the Raman polarizability tensor. As noted in Chapter 2, the polarizability and all Raman

tensors are properties that arise from just the electrons. Therefore, ~P
J

abg does not need to be reduced

further to electronic and nuclear parts. From Equation (9.36) we can write
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The order of differentiation of the fields and the nuclear coordinates can be reversed so that the

first quantity encountered is the energy gradient of the molecule with respect to nuclear

coordinates, as discussed above for the calculation of vibrational absorption with infrared APTs.

In this case we write

~P
J

abg ¼ � @2

@Fb@Fg
cA
g
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E
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�����
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g
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ð9:38Þ

If one assumes the far-from-resonance (FFR) approximation, and hence symmetric polarizabilities

and Raman tensors, then keeping track of the order of the field derivativeswith respect tob and g is not
necessary, and all quantities are real. This may not be the case when resonance is approached and the

FFR approximation breaks down. Then the order of the perturbing fields as specified above becomes

important in correlating the order of field differentiation with the order of the Cartesian subscripts in

the Raman polarizability tensor.

9.1.4 Formulation of ROA Intensities

The corresponding formulation for ROA intensities can be obtained by modifying the formulation

presented above for Raman intensities. We first present the expressions for the general unrestricted

(GU) level of ROA theory and will then present the simplified version, currently available in

commercial ROA intensity programs, in the far-from-resonance (FFR) approximation. The formu-

lation for the calculation of Raman intensities can be expanded to include the calculation of ROA

intensities by generalizing the molecular polarizability, ~aab, to the scattering tensor, ~aab, which
includes the four optical activity tensors, ~Gab, ~G ab, ~Aa;bg, and ~Aa;bg according to the relationship given

previously in Equation (5.35),
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These new tensors can be calculated using field perturbationmethods describe above by expanding the

field perturbed Hamiltonian operator to include additional field interactions as:
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For ROA intensities we define two Raman atomic axial tensors (R-AAT), ~Mabg and ~Mabg, as:
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and two Raman atomic quadrupole tensors (R-AQT), ~Qab;gd and ~Q abg;d, as follows:
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We can now introduce the field-dependent formalism, corresponding to Equations (9.37) and (9.38)

for Raman scattering, that is needed for computing ROA spectra,
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where the derivative of the quadrupole perturbing field, FbFg ¼ FgFb is written as

@=@ FbFg
� � ¼ @=@ FgFb

� �
. In the last energy derivative expression for each of the last four equations,

the order of the nuclear coordinate derivative is interchangedwith the field derivatives to allow the field

dependent derivatives to be taken with respect to the energy gradient of the molecule, as in

Equation (9.38) relative to Equation (9.37) for ordinary Raman intensities, if desired.

We conclude this section by reducing the Raman optical activity tensor derivatives just presented to

the level of the FFR approximation. At this level, there are only two ROA tensors,G0
ab and Aa;bg. The

corresponding field perturbed Hamiltonian operator is written as:

HFA
E R;F;H;FFð Þ ¼ HA

E Rð Þ� abgFg þG0
bgHg þAb;gdFgFd

� �
Fb ð9:49Þ

The R-APT, R-AAT, and the R-AQT, respectively, needed for ROA calculations in the FFR

approximations are given by:
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These Cartesian tensor derivatives, once calculated, can be assembled in various combinations to

produce the Raman and ROA invariants at the appropriate level of approximation given in Chapter 5,

and these invariants in turn can be assembled to represent Raman and ROA spectra for the various

forms of ROA and scattering geometries.

9.1.5 Additional Aspects of VOA Intensity Formulation

In the preceding sections, we presented a unified description of the computation-ready formulations of

both VCD and ROA in terms of field perturbed electronic energies. Field-perturbed formulations are

preferred over direct evaluations of the atomic tensor derivatives in both VCD and ROA as they

automatically circumvent the need to evaluate cumbersome sums of excited electronic states of the

molecule. In the VCD the field-perturbed approach is the well-known MFP formulation, although
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there is an alternative nuclear velocity perturbation (NVP) formulation that also avoids summation

over all excited electronic states of the molecule and has yet to be programmed as a software

application. All perturbation formulations of VCD can be expressed as second-order energy

derivatives, whereas to access ROA intensities, third-order energy derivatives are needed. This

is because VA and VCD intensities arise from vibrational derivatives of dipole moments of the

molecule whereas these same moments, and more, considering the electric quadrupole moment,

must first be induced by the incident radiation fields, which brings in a third perturbation derivative.

Additional complications arise in Raman and ROA due to the dependence of these property

derivatives on the frequency of the incident radiation, which leads to various levels of approximation

of the theoretical formulations.

9.1.5.1 Analytic Derivatives Versus Finite Difference Derivatives

The first formulations of both VCD and ROA involved the use of finite difference to calculate the field

derivative required for theMFP formulation ofVCDand the analogous field-dependent formulation of

ROA. Numerical values of the perturbing magnetic or electric quadrupole fields were inserted into the

calculations to construct the perturbation operators, and differences in the calculated quantities were

used to construct the desired molecular property derivatives. At first, a minimum of five such

calculations, zero, two positive, and two negative field values, were needed to ensure linear slope

for the derivative. Subsequently, over a period of a few years for VCD and only recently for ROA,

computer subroutines have incorporated analytical derivatives of all tensor derivative properties. This

advance drastically reduced the computation time required for VOA calculations.

9.1.5.2 Gauge-Origin Independent Formulations

Another important advance required for the calculation of VOA intensities is gauge-origin depen-

dence. The problem with origin dependence of both VCD and ROA intensities was discussed in

Chapters 4 and 5. Unless specific remedies are included in the formulated expressions, the calculation

of VOA intensities will vary depending on the choice of molecular origin. Two principal solutions

exist. The most prevalent is to use gauge-invariant atomic orbitals (GIAOs), also called London

orbitals, in the basis functions of the electronic wavefunction or density functional used for the

calculations. It can be shown both theoretically and in practice that GIAOs remove this origin

dependence from the calculated VOA intensities. While the earliest VOA calculations did not include

GIAOs, subsequently they were included and are now used in virtually all calculations of VOA

intensities. The second solution is to use velocity dependent electric-dipole transition moment

operators for the rotational strength and the optical activity tensors. These velocity formulations of

VOApossess inherent origin independence as demonstrated forVCD inChapter 4. The same principle

applies to ROA when using velocity formulations of the polarizability and ROA tensors.

9.1.5.3 Incident Frequency Dependence for ROA

In the preceding developmentwe alluded to the frequencydependence of the atomic tensors needed for

ROAcalculations. Thevery first calculations of ROAwere carried out in the static-limit approximation

of zero incident radiation frequency. Subsequently, frequency dependencewas introduced, still within

the FFR approximation, to allow a more realistic modeling of the Raman and ROA tensors. This is the

simplest level of incident radiation frequency dependence. As described in detail in Chapter 5 there are

two more significant levels of frequency dependence. The first is the mild breakdown of the FFR

approximation that leads to a loss in symmetry of theRaman tensor and four distinct ROA tensors. This

level of theory is known as the near-resonance (NR) theory. This level of theory distinguishes between

the resonant properties of the atomic tensors for incident versus scattered radiation frequencies. The

form of tensor invariants is identical with that of the GU level of theory presented first for ROA in this

chapter. Beyond the NR level of theory are tensor descriptions that occur when strong resonance is
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encountered with one or more electronic states of the molecule. In this regime, simplifications occur

for resonance with a single electronic state, but this simplicity is quickly lost to the GU level of theory

when more than one electronic state is needed to describe the Raman and ROA intensities.

9.2 Fundamental Steps of VOA Calculations

In this section, we outline the steps that are generally needed to carry out a calculation of VOA. At this

level, we can treat VCD and ROA on an equivalent basis. While some differences exist between the

execution of VCD and ROA intensities, they are generally equivalent as commercial software is

available to calculate both VCD and ROA with the same preliminary steps and similar choices as

encountered for the actual calculations.

9.2.1 Choice of Model Quantum Chemistry

Within the past decade themodel chemistry known as density functional theory (DFT) has become the

dominant quantum chemistry approach for the calculation of bothVCDandROA.The one used earlier

is the ab initio Hartree–Fock self-consistent field theory (HF-SCF), which features a single deter-

minant formalism and can be improved systematically up to the single-determinant limit by increasing

the size and flexibility of the basis set employed. The principal problem with the HF approach is the

absence of any effects of electron correlation, which limits the accuracy of all quantities calculated,

such as equilibrium geometry, force field, and intensities. Several methods are available for extending

VOA calculations beyond the HF limit. These includeMoeller–Plessett perturbation theory to various

orders of approximation,MP2,MP4, and so on, configuration interaction (CI) involving expansions of

multiple determinant wavefunctions as in multi-configuration self-consistent field (MC-SCF) theory,

and coupled-cluster (CC) methods. The drawback with all of these post-HF methods of calculation is

the increasingly long computation times required and hence current restrictions of the approach to

relatively simple chiral molecules.

In the 1990s it was found that the DFT approach, which includes the use of empirical density

functionals incorporating some degree of electron correlation, provides remarkably accurate

descriptions of the geometry, force fields, and intensities of most small to medium-sized molecules

for which VOA calculations are practical. In particular, it was found that, using similar basis sets,

DFT calculations required approximately the same computation time as HF calculations, but the with

similar accuracy to that found in the lowest-level post-HF ab initio methods, such as MP2, which

requires much longer calculation times than DFT. The principal drawback of DFT is that required

functionals are developed empirically with no systematic way to improve performance. Thus, one

choice of functional may perform well in certain types of applications, or for certain molecules,

while a different functional may perform better for other applications or for a different set of

molecules. In this sense, DFT is not strictly an ab initio method of quantum chemistry, but this point

is generally overlooked as many common choices of functionals perform much better than ab initio

HF-SCF calculations. Generally, DFT calculations improve systematically on increasing the size and

flexibility of the basis functions used to construct the functionals, but eventually a limit is reached

beyond which one needs to use ab initio theory including electron correlation if higher levels of

accuracy are desired.

9.2.2 Conformational Search

Calculations of VOA begin with building the structure of the molecule and specifying the absolute

stereochemistry at all the structural elements of chirality as described in Chapter 3. Once the structure
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is completely specified, a search is conducted over the conformational space of the molecule. This can

be done either systemically by specifying all angular degrees of freedom, including ring puckers, and

allowing a conformational search program to explore all these degrees of freedom to find all the local

unique minima on the potential energy surface of the molecule, or by using a Monte Carlo method of

searching that randomly specifies displacements of nuclei away from the starting structure and then

optimizes the geometry of themolecule from the displaced nuclear locations.Most energyminimizing

programs employ some level of molecular mechanics (MM) programs containing force-field para-

meters that allow rapid exploration of the potential energy surface. The output of anMMsearch is a set

of conformers that differ from each other along the conformation degrees of freedom of the molecule.

The most important consideration at this stage of the analysis is that all the lowest-energy

conformers of the molecule are found. If one or more important conformers are somehow overlooked

by the search process, the validity of the entire calculation of the VOA is placed in jeopardy. In the

simplest case, there is only one conformer to consider, but inmost cases there aremany conformers, for

example, as many as 50–100 conformers is not unusual for a molecule of medium to large size.

9.2.3 Optimization of Geometries

From this set of MM conformers, one can select the lowest 10–20 for further optimization at a higher

level of model chemistry, such as DFT using the basis set for the final VOA calculations. If computer

power is not an issue, say with unrestricted access to a large supercomputer or computer cluster, one

might simply calculate all MM conformers at the final DFT level. The result of the DFT calculation of

all or a selected set of lowest energy MM conformers is a set of conformers of increasing energy

startingwith the lowest energy conformer.Generally, one to three conformers dominate theBoltzmann

distribution. By examining the relative energies of the DFT set of conformers one can decide how

many conformerswill be carried forward for further intensity analysis. Generally, all conformers lying

within 2 kcal (1 cal¼ 4.184 J) of the lowest energy conformer will capture well over 95% of the

conformational population of the entire set of conformers, which is more than enough for

the calculation of the vibrational spectra. It is unusual for more than eight conformers to be included

in the calculation of spectra to be compared with the corresponding measured spectra.

9.2.4 Solvent Corrections and Modeling

In some cases, consideration of the influence of the solvent on the molecule is important and needs to

be taken into account. Calculations with solvent corrections are now available for improving the

solution-state calculation of molecular properties at various levels of approximation. One of the

simplest levels is the polarizable continuummodel (PCM),which surrounds the solutemoleculewith a

conforming shell with the dielectric constant of the solvent. Thismimics the effect of the solvent on the

dissolved molecules and can alter the vibrational frequencies of some modes and possibly change the

energy ordering of the conformers. A second, more realistic model is to use molecular mechanics to

describe the distribution of solvent molecules around the chiral solute molecule. Programs are

available, for example theOniom subroutine fromGaussian Inc., that permit the description of tens to

hundreds of solvent molecules at the level of molecular mechanics, while the chiral solute molecule is

described by a higher-level model chemistry such as DFT. By averaging such composite calculations

over an ensemble of solute molecule configurations, a realistic description of the effect of solvent

molecules can be obtained. In some cases, it is known that a small number of solventmolecules bind to

the solute molecule at particular locations. In such cases, the solvent molecules can be included in the

DFT calculations with or without other solvent treatments, such as ensembles of MM solvent

molecules and beyond that of a PCM description. Finally, for some combinations of solute and

solventmolecules, multiple species, such as dimersmay form and need to bemodeled either as the full
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dimer or as the monomer and a fragment representing that part of the dimer pair that describes the

dimeric interaction site.

9.2.5 Force Fields and Vibrational Frequencies

After the conformers of the molecule with its solvent interactions, if desired, have been described, the

vibrational force field and frequencies of each conformer are calculated. As described inChapter 2, the

optimization of the conformer geometries involvesminimizing the values of the slopes of the potential

surface along all 3N Cartesian coordinates below some preset limit. For each such fully optimized

conformer, second derivatives, or curvatures of the Cartesian potential energy surface are determined.

The Cartesian potential energy is transformed so as to diagonalize the coordinate representation of the

potential-energy surface, and the coordinate transformation that achieves this diagonalization then

describes the 3N � 6 independent normal modes of motion. The S-vectors, SJa;a, and the associated

vibrational frequencies of the normal modes are proportional the square roots of the diagonal force

constants. These computation steps for each enantiomer occur automatically in most quantum

chemistry programs once the initial equilibrium geometry for a conformer is specified.

9.2.6 Vibrational Intensities

In addition to normal modes and vibrational frequencies, typically options to continue the

calculation to the desired vibrational intensities, namely VA, VCD, Raman, and ROA, can be

selected in which case the quantum chemistry program does not stop until all selected vibrational

intensities have been calculated. In this part of the calculation, the analytical integrals representing

the derivatives of the atomic polar (APT, R-APT), axial (AAT, R-AAT), and quadrupole (R-AQT)

tensors defined in section 9.1 for VCD and ROA are calculated, assembled into Cartesian invariants,

and these invariants are appropriately summed over all atomic displacements in each normal mode

to obtain the desired vibrational intensities for each conformer.

The output of a VOA intensity calculation is a list of numbers that includes the normal mode

number, associated normal frequency, and normal mode intensity for each vibrational spectrum

calculated, such as VA, VCD, Raman, and ROA. For a VA-VCD calculation, one obtains the

vibrational frequency, �na, in wavenumber (cm�1), the dipole strength, Da
g1;g0 in esu2 cm2, and the

rotational strength, Ra
g1;g0, also in esu

2 cm2, of each of the 3N � 6 normal modes, a, of the molecule.

For Raman and ROA calculations, the basic outputs in the FFR approximation are the vibrational

frequencies, �na, the isotropic and anisotropic Raman invariants, a2ð Þag1;g0 and
�
b að Þ2�a

g1;g0
, and the

three ROA invariants, the isotropic magnetic-dipole ROA invariant, aG0ð Þag1;g0, and the anisotropic

magnetic-dipole and electric-quadrupole ROA invariants,
�
b G0ð Þ2�a

g1;g0
and

�
b Að Þ2�a

g1;g0
. From these

five invariants, the ROA and Raman intensities for any desired form of ROA and scattering angle can

be calculated.

9.2.7 Bandshape Presentation of Spectra

While such lists of intensity numbers represent the raw data of the VOA calculation, it is visually

convenient tomultiply the spectral intensity of each normalmode, a, by a lineshape function, usually a

normalized Lorentzian lineshape of the form

f 0að�nÞ ¼
ga=p

�na � �nð Þ2 þ g2a

" #
ð9:53Þ
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This is a symmetric lineshape centered at the normal mode frequency with half-width at half-

maximumof ga illustrated in Figure 3.1.As described inChapters 1 and 3, theVAandVCDspectra as a

function of radiation frequency can then be constructed by summing these products of intensity and

lineshape over all the normal modes in the molecule to give

D«ð�nÞ ¼ �n

2:236� 10� 39

X
a

Ra
g1;g0 f

0
að�nÞ ð9:54Þ

«ð�nÞ ¼ �n

9:184� 10� 39

X
a

Da
g1;g0 f

0
að�nÞ ð9:55Þ

These equations were given previously in amore general form for any set of transitions summed overa

in a molecule in Equations (3.51) and (3.52).

For ROA and Raman calculations, the process of spectral simulation is a bit more complicated

because there is typically more than one invariant contributing to the ROA and Raman intensity for

each normal mode. The final ROA and Raman spectra can be simulated by multiplying the calculated

ROA andRaman intensity for each normal mode by a lineshape function, as illustrated above for VCD

and VA intensities, and summing the resulting individual bandshapes centered at the vibrational

frequency for each normal mode over all the modes in the molecule.

9.2.8 Weighting Spectra of Conformers

Vibrational spectra of molecules in the gas, liquid, or solution phase in more than one equilibrium

conformation consist of population-weighted linear superpositions of the vibrational spectra of each

conformer. The population-weighting factors result from theBoltzmann distribution of the conformers

present in equilibrium under the conditions of the spectral measurement. The spectra are linear

superpositions because the conformers typically interconvert on the picosecond timescale, which is

slower than the femtosecond timescale of the vibrational oscillations of the molecule, and hence each

conformer present is seen oscillating many times over its lifetime before interconverting by

equilibrium distribution to another conformer. This is in contrast to NMR spectroscopy, which

measures spectra on the microsecond timescale. In NMR spectroscopy, only the ensemble average of

the conformer population is measured, which gives no information regarding the conformational

distribution in solution. The expressions for the Boltzmann-weighted linear superpositions of, for

example, VCD and VA conformer spectra, D«nð�nÞ and «nð�nÞ, are given by:

D«ð�nÞ ¼
X
n

D«nð�nÞe�DGn=RT

�X
n

e�DGn=RT ð9:56Þ

«ð�nÞ ¼
X
n

«nð�nÞe�DGn=RT

�X
n

e�DGn=RT ð9:57Þ

where the fractional population pn of each conformer n at the absolute temperature T is given by:

pn ¼ e�DGn=RT

�X
n

e�DGn=RT ð9:58Þ

and DGn ¼ DHn � TDSn is the free-energy difference of each conformer from that of the lowest free-

energy conformer. For small- to medium-sized molecules the entropy term, TDSn, is small compared

with the enthalpy term, DHn, and so enthalpic energies may be used instead of free energies. Both

energies are available for each conformer in most quantum chemistry software packages.
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9.2.9 Comparison of Calculated and Experimental Spectra

Once Boltzmann-weighted vibrational spectra have been calculated and simulated, they can be

compared directly with the corresponding measured vibrational spectra. Two methods of spectral

analysis can be undertaken. VCD and VA spectra will be featured in the descriptions, but the same

analysis applies to ROA andRaman spectra. The first method involves extracting rotational and dipole

strengths from themeasuredVCDandVA spectra, while the second involves comparing the degrees of

similarity of the measured and calculated VCD and VA spectra. Each has its advantages and

disadvantages as we will see on describing them further.

The most direct, and perhaps theoretically sound, way to compare calculated and measured VCD

and VA spectra is accomplished first by correlating each band, to the extent possible, in the measured

spectrum with the corresponding band in the calculated spectrum. This method is best carried out for

smaller molecules with limited or zero conformational freedom. The basic procedure here is as

follows. (i) Plot the measured and calculated VCD and VA spectra in units of molar absorptivity as

D«ð�nÞ and «ð�nÞ, respectively, so that they can be compared on the same intensity scale. (ii) Curve-fit

the measured VA spectra to Lorentzian profiles and determine the integrated area, and from that the

dipole strength, of each bandmeasured in the VA spectrum. (iii) Correlate each band in the measured

Figure 9.1 Comparison of measured (a) and calculated (b–d) VCD (left panel) and VA (right panel) for
(þ )-a-pinene neat liquid in units of molar absorptivity. Calculated normal mode numbers starting from
the lowest frequency modes are used for numbering. Calculated spectra used a TZ2P basis set
and Hartree–Fock self-consistent field theory (d), and density function theory with B3LYP (c) and
B3PW91 (b) functionals. Reproduced with permission from the American Chemical Society (Devlin
et al., 1997)
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VA spectrum with a corresponding assigned band in the calculated VA spectrum using the frequency

and intensity patterns of the two spectra as a guide to their band-by-band correlation. One common

method is to use the numbering scheme of the quantum chemistry calculation of the normal modes to

label correlated bands in the measured and calculated VA spectra. This scheme is illustrated in

Figure 9.1 for (þ )-a-pinene neat liquid (Devlin et al., 1997). (iv) Given the set of band frequencies,

intensities and bandwidths, themeasuredVCD spectrum is then curve-fit with the same peak positions

and bandwidthswhile allowing the best fit of theVCD sign and intensity. (v) From the area under each

VCDband, determined by the Lorentzian peak height and bandwidth, themeasured rotational strength

of each vibrational mode is obtained. The reason why the VA spectrum is fitted first, followed by the

VCD spectrum with fixed positions and bandwidths, is that VCD features can be obscured in some

cases by overlapping bands of opposite sign, which in fact cancels VCD intensity. As a result, VCD

peak positions and intensities can be difficult if not impossible to determinewithout guidance from the

corresponding measured VA spectrum where no such cancellation can occur.

Given correlated sets of measured and calculated dipole and rotational strengths, two-dimensional

plots ofmeasured versus calculated intensities can be constructed where a perfect fit corresponds to all

points lying on one of the diagonal axes of these plots, as illustrated for VCD in Figure 9.2 (Devlin

et al., 1997). Statistical analysis, such as r-squared values, can be applied to these plots as a quantitative

measure of the degree of agreement between the calculated and measured sets of dipole and rotational

strengths. Clearly, this method of spectral analysis is only effective when individual bands from

individual vibrational transitions can be discerned in the spectrum, and hence its restriction to simpler

chiral molecules. Other drawbacks of this method of analysis are the time-required to carry out careful

curve-fitting analyses and the element of human judgment required to correlated bands in themeasured

spectrum to bands in the calculated spectrum. For example two closely-spaced or partially overlapping

modes might interchanged in frequency in the calculated spectrum making the correlation of bands

difficult or subject to error.

The other method of spectral analysis is to simply compare the calculated and measured VA and

VCD spectra as spectral shapes by an integral overlap procedure that yields a number between 0 and 1

for the degree of similarity of the two spectra being compared, where the value 1 only occurs if the two

spectra are identical to within a single scale factor (Debie et al., 2011). This method is particularly

useful for more complex, flexible molecules where there is insufficient spectral resolution or toomany

transitions to be able to assign all bands in the calculated spectrum to corresponding bands in the

measured spectrum. The basic idea of spectral similarity is to construct the ratio of the integral overlap

of the observed spectrum gðnÞ and calculated spectrum f ðnÞ divided by the square root of the product
of the integrals of the squares of these two spectra as illustrated below for the similarity, Sfg, of the

vibrational spectrum:

Sfg ¼

ð
f ðnÞgðnÞd nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið

f 2ðnÞdn
ð
g2ðnÞd n

r ð9:59Þ

The denominator in this expression ensures that the range of Sfg lies between 0 and 1 where 0 is total

dissimilarity and 1 is complete similarity that only occurs if gðnÞ equals f ðnÞ towithin a constant factor.
In practice, some pretreatment is carried out to account to some degree for frequency shifts between

measured and calculated spectra. As it is well known that calculated spectra tend to have frequencies

higher than correspondingmeasured spectra, a scale factor,s, is applied to calculated spectra such that
now f ðnÞ ¼ f ðsn0Þwhere n0 is the value of the original calculated frequency. To take into account less
regular frequency shifts, due for example to solvent effects or anharmonicity in themeasured spectra, a

neighborhood weighting factor is applied to the original measured spectra to take into account the
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spectral intensity in the neighborhood of a given measured frequency. This is accomplished

by replacing the original measured spectra gðn0Þ by an integral weighted spectrum gðnÞ according
to the expression

gðnÞ ¼
ð
gðn0Þwðn0 � nÞdn0 ð9:60Þ

wðn0 � nÞ ¼ 1� n0 � nj j
l

n0 � nj j � l ð9:61aÞ

wðn0 � nÞ ¼ 0 n0 � nj j > l ð9:61bÞ

Calculating the neighborhood similarity, Sfg, for VA or Raman spectra proceeds from this basis,

but the calculation of the corresponding factor for VCD or ROA requires more care due to the

presence of both positive and negative spectral intensity in the spectra. In particular the normal-

ization integrals in the denominator do not yield the total VOAdue to intensity cancellation. Instead,

Figure 9.2 Plots of calculated (vertical scale) versus measured (horizontal scale) of rotational strength
(left) and dipole strength (right) for (þ )-a-pinene neat liquid in units of molar absorptivity for the spectra in
Figure9.1. Two sets ofmeasureddata are includedas open circles (FT) andfilled circles (dispersive) and three
calculations using a TZ2P basis set for HF/SCF andDFTwith functionals B3LYP andD3PW91. Adaptedwith
permission from the American Chemical Society (Devlin et al., 1997)
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only frequency ranges over which the calculated and measured VOA spectra have the same sign,

either positive as Sþþ
fg or negative as S��

fg are included in the overlap and normalization integrals in

Equation (9.59) as:

Sþ þ
fg ¼

ð
f ;g>0

f ðnÞgðnÞdn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið
f ;g>0

f 2ðnÞdn
ð

f ;g>0

g2ðnÞdn
vuut

S��
fg ¼

ð
f ;g<0

f ðnÞgðnÞdn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið
f ;g<0

f 2ðnÞdn
ð

f ;g<0

g2ðnÞdn
vuut

ð9:62Þ

From these common signed neighborhood similarities a single similarity index, Sfg can be

constructed by weighting the integrated intensities of the positive and negative signed regions as:

Sfg ¼
Fþþ Sþþ

fg þF�� S��
fg

Fþ þ þF�� ð9:63Þ

The weight factors Fþþ and F�� are defined as the sum of the measured and calculated VOA

intensity of a given sign. For example, Fþþ is defined as:

Fþþ ¼
ð
f>0

f ðnÞdn þ
ð

g>0

gðnÞdn ð9:64Þ

By taking into account for Sþþ
fg and S��

fg only those frequency regions where the calculated and

measured spectra have the same sign, the regions where there are opposite signs are omitted

entirely from consideration. These regions can be reclaimed exclusively by considering calculating

the same signed neighborhood similarities, Sþþ
�f g

and S��
�f g

, using the calculated spectrum of the

opposite enantiomer, written as �f ðnÞ where the signs of all VOA intensities are reversed. Thus a

total similarity measure for the opposite enantiomer can be calculated and designated as S�f g. From

Sfg and S�f g a final similarity measure can be defined called the enantiomeric similarity index, ESI,

defined as:

D ¼ Sfg �S�f g

�� �� ¼ ESIj j ð9:65Þ

The ESI provides a measure of discriminating power of the similarity measures between a chiral

molecule and its enantiomer. It has been found that the ESI increases as the value of Sfg approaches

unity. If the ESI is negative, then there is a larger similarity for the opposite enantiomer of the

originally defined enantiomer. An example of a similarity calculation is shown in Figure 9.3.

Figure 9.3 shows the measured and calculated VCD spectra of (þ )-3-methlycyclohexanone (left)

and a plot of D versus Smax
fg (right) where the location of the values of these measures for (þ )-3-

methylcyclohexanone (triangle) against a database of previous similarity determinations where

agreement (diamonds) and disagreement (squares) with independently determined correct assign-

ments of absolute configuration are shown.Smax
fg is themaximumvalue ofSfgwith respect to adjustable

parameters in the similarity algorithm, such as the scale factor used for the calculated frequencies.

From the plot in Figure 9.3, the values of D and Smax
fg for (þ )-3-methylcyclohexanone are

approximately 64 and 68, while the value of Smax
�f g can be deduced to be only 4. These similarity

values represent a high level of discrimination between the two enantiomers of this molecule.
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The primary use of the similarity measures D and Sfg is to provide an automated user-

independent measure of the degree of agreement between calculated and measured spectra. In

this way, a statistical measure is available for the quality of agreement between observed and

calculated VCD spectra compared with all previous assignments in a database or previous

correct determinations of absolute configuration (AC). The database, including points of

disagreement between the AC assignment and the sign of the ESI, provides the basis for a

confidence level (CL) measure in % derived from distances between a given point in the

database relative to all other correct and incorrect points. This can be accomplished for a point

a by summing over all the correct points in the database weight by a Gaussian exponential of

their distance divided by the corresponding weighted sum over all points, correct and incorrect,

in the database,

CLðaÞ ¼
PN
i

e� d2iadðcorrectÞ
PN
i

e� d2
ia

ð9:66Þ

where, dia is the Euclidean distance in D – Sfg space between point a and any other point i in the

database, and dðcorrectÞ is unity for a correct point and zero for an incorrect point. For the example

given above for (þ )-3-methylcyclohexanone, the CL value is approximately 98%.

9.3 Methods and Visualization of VOA Calculations

Although ROA and VCD were discovered experimentally at approximately the same time (Barron

et al., 1973; Holzwarth et al., 1974), their theoretical and computational development took place on

Figure 9.3 Measured (A) and calculated (B) VCD spectra of (þ )-3-methylcyclohexanone (left) and a plot of
D versus Smax

fg (right) showing the location of thesemeasures for (þ )-3-methylcyclohexanone, indicated by a
triangle; diamonds correspond to agreement between the similarity measures and previously assigned
absolute configures while squares are instances of disagreement. Reproduced with permission from John
Wiley & Sons (Debie et al., 2011)
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different timescales. The first rigorous quantum mechanical theory of ROA appeared before its

experimental discovery (Barron and Buckingham, 1971) whereas the corresponding level of VCD did

not appear until well after VCD measurement became established (Nafie and Freedman, 1983;

Nafie, 1983; Galwas, 1983). On the other hand, the first quantum mechanical calculations of VCD

appeared shortly thereafter (Stephens andLowe, 1985; Stephens, 1985) followed fiveyears later by the

first such ROA calculations (Polavarapu, 1990). Starting with these first quantum calculations, VCD

precededROA in its development and general availability forwidespread use. The first fully-dedicated

VOA instrument became commercially available from BioTools in 1997 for VCD and in 2002 for

ROA. Commercially available user-friendly software for the calculation of VOA first became

available from Gaussian in 1994 for VCD and 2003 for ROA. Since then both VCD and ROA have

been commercially available for applications that combine the power discussed in this chapter of

bringing together observed and calculated VOA for detailed analysis at the level of full quantum

mechanical theory.

The main reason why VCD preceded ROA for widespread application is the relatively greater

simplicity of VCD compared with ROA, both for instrumentation for spectral measurement and

software for spectral calculation. As we have seen, VCD requires the calculation of only one second-

order tensor invariant, the atomic axial tensor (AAT), whereas ROA requires, at a minimum, three

third-order tensor invariants, the Raman atomic polar, axial, and quadrupole tensors (R-APT, R-AAT,

and R-AQT). Nevertheless, current software for VOA has now developed to a point where the

incremental computational cost (time of calculation) of continuing from a completed VA/VCD

calculation to the corresponding Raman/ROA spectra is comparable to the computational cost of the

initial VCD calculation, including the cost required to find the lowest energy conformers and calculate

their vibrational force fields and frequencies. We now discuss separately the currently recommended

methods for carrying out VCD and ROA calculations and their related visualizations in terms of

localized, atomic-level electronic properties.

9.3.1 Recommended Methods for VCD Calculations

Regardless of the quantum mechanical approach chosen for VCD calculations, the minimum

recommended basis set for either HF/SCF or DFT is the so-called double-zeta 6-31G(d) basis set,

also referred to as the 6-31G� basis set. This basis set contains polarized basis functions, indicated by
the d or �. Higher-level basis sets can be used, but for most applications 6-31G(d) has been shown to

provide a reasonably reliable VCD calculation. Basis sets such as 3-21G or worse still, STO-3G,

provide unreliable VCD spectra of poor quality comparedwith experiment. Basis sets augmentedwith

diffuse basis functions do not provide any special advantage for VCD calculations, but as we shall the

same is not true forROAcalculations. If a higher level of accuracy is desired, then triple-zeta basis sets,

such as TZVP or cc-aug-pVTZ are recommended. Of course additional computation cost is required

for such calculations.

Beyond the choice of basis set is the choice of functional if a DFT calculation is being

performed. Although this point has been discussed previously, we mention here that the most

accurate functionals for vibrational intensity calculations are the so-called hybrid density func-

tionals, such as B3LYP and B3PW91. Other functionals besides these can be used, and new

functionals continue to be developed, but there is currently no systematic way forward to improve

the accuracy of functionals when comparing calculated with observed vibrational spectra, or any

other molecular property.

In Figure 9.4 observed and calculated VA, VCD, and VCB spectra of (� )-a-pinene are compared

for three different DFT calculations, 6-31G(d)/B3LYP, TZVP/B3PW91, and cc-pVTZ/B3PW91. The

two DFT calculations with triple-zeta basis sets are seen to agree more closely with the observed
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spectra in all cases, but overall, all three DFT calculations provide reasonably close matches between

observed and calculated spectra for VA, VCD, and VCB.

9.3.2 Recommended Methods for ROA Calculations

Raman and ROA spectra arise from a very different type of molecular property than does VA and

VCD spectra even though they share the same initial and final states, namely transitions between

vibrational states in a fixed electronic state. This difference is the difference between an intrinsic

electromagnetic moment and an induced electromagnetic moment. Intrinsic moments are related

to the charge and current density distributions in the molecule in the absence of a perturbing

electromagnetic wave, whereas induced moments are generally much weaker and only come into

existence in response to the presence of an external electromagnetic wave through polarizabilities

(electric-dipole, magnetic-dipole, electric-quadrupole, etc.) of the molecule. The polarizability of

Figure 9.4 Comparison of measured neat liquid (A) and calculated VCB (upper), VCD (middle), and VA
(IR, lower) of (–)-S-a-pinene. The three sets of calculated spectra are DFT 6-31G(d)/B3LYP (B), cc-pVTZ/
B3PW91 (C), and TZVP/B3PW91 (D). Reproduced with permission from John Wiley & Sons (Lombardi
and Nafie, 2009)
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a molecule is a property that is more sensitive to the loosely bound electron density than a

molecular moment is, which is more of a static property. Loosely held electron density often is

located on the surface of a molecule or locations further away from the nuclear centers. Here

diffuse basis functions are needed to describe accurately these more loosely bound (diffuse)

electron densities in molecules.

It has been found that Raman scattering, and ROA in particular, requires the addition of diffuse

basis functions to obtain accurate calculated spectra. In fact, with one exception, basis functions

used for ROA calculation must be larger, and hence more expensive than those used for VCD

calculations. The one exception is a so-called reduced basis set developed by Hug in which

additional diffuse basis functions are added to the hydrogens, and the valence part of the

calculation is at the 3-21G level with no additional polarized basis functions in the basis set.

This remarkably small, carefully-constructed, basis set, called rDPS for reduced diffuse polar-

ization shell, has been shown to perform as well as the very expensive diffuse augmented triple-

zeta basis set aug-cc-pVTZ for the required Raman and ROA tensors. Regardless of what basis set

is used, there is a need for diffuse functions in the basis set to accurately describe ROA spectra.

One approach that helps to alleviate the computational burden of the requirement to use diffuse

basis functions in ROA calculations is to use one level of basis set for geometry optimization and

force-field determination, and to use a second basis set for the polarizability derivatives needed for

Raman and ROA intensities. Specification of the model chemistry of such ROA calculations involves

listing the functional and basis set for the Raman and ROA polarizability tensors followed by first the

functional and the basis set for calculation of the geometry and force field. For example, the

following is such a specification: HSEh1PBE/rDPS//B3LYP/6-31G�. A single diagonal slash

separates functionals and a double slash separates the two model chemistries. The recommended

list of functionals and force fields is the same as that recommended for VA/VCD calculations,

namely B3LYP and B3PW91 for the functionals and, in order of increasing sophistication and cost,

are the basis sets 6-31G�, DGDZVP, TZVP, 6-311G��, and cc-pVTZ. For Raman/ROA calculations,

the functionals are the same, except for the higher addition of HSEh1PBE, while the recommended

basis sets in order of increasing cost are rDPS, aug(sp)-cc-pVDZ, aug-cc-pVDZ, 6-311þþG��, and
aug-cc-pVTZ.

Another important aspect of Raman and ROA calculations is the need to use a time-dependent

computational formalism, such as time-dependent Hartree–Fock (TDHF) or time-dependent

DFT (TDDFT), in order to capture the incident laser frequency dependence and avoid the so-

called static limit approximation discussed above. These only need to be applied to the calculations

of the various polarizability derivatives and hence can be restricted to the model chemistry used for

those calculations.

An example of a mixed model chemistry is given in Figure 9.5 where the Raman and ROA

spectra were calculated using TDHF/rDPS for the calculation of the Raman and ROA tensor

derivatives, while the geometry and force field were calculated with DFT/B3LYP/6-311þþG��

(Haesler and Hug, 2008). Clearly all the principal features of the measured Raman and ROA

spectra are well represented by the calculated spectra, demonstrating the ability of these model

chemistries to simulate closely the measured spectra. The quality of agreement between measured

and calculated ROA spectra is certainly more than sufficient to establish the absolute configuration

of this molecule.

9.3.3 Visualization of VCD and VA Spectra

The visualization of normal modes of vibration are almost exclusively restricted to illustrating the

nuclear motion, usually with arrows of the appropriate length and direction, attached to each nucleus
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for each normal mode. Illustrating the accompanying electronic motion has only been published a few

times. The problem here is that the accompanying electronic motion needs to be illustrated by a vector

field, the origin of which lies beyond the Born–Oppenheimer approximation. The problem was first

solved theoretically with the derivation of quantummechanical expressions of the vibrational electron

current density that describes the correlation of electron density to nuclear velocities (Nafie, 1983).

The basic formalism of vibrational electron transition current density has been presented earlier in

Chapters 2 and 4 (Nafie, 1997; Freedman et al., 1997), but we restate some of the basic ideas for

comparison with visualization methods that have been developed primarily for ROA in recent years

(Hug, 2001; Hug, 2002).

Figure 9.5 Comparison of measured and calculated unpolarized backscattering SCP-ROA and Raman of
the junionone precursor 1 illustrated in panel (c). The exposure time for the measurement was 25 min at a
power level at the sample of 500 mW and a sample volume of 35 mL. The model-chemistry used for
the calculations is TDHF/rDPS for RamanandROA tensor derivatives andDFT/B3LYP/6-311þ þG�� for the
geometry and force field. Reproduced with permission from the Schweitzerische Chemische Gesellschaft
(Haesler and Hug, 2008)
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Vibrational TCD maps are very detailed showing how electron current density is generated as the

result of non-zero nuclear velocities. An example of a vibrational electron transition current density

map is presented in Figure 9.6 for the C�H stretching mode of S-methyl-d3-lactate Cd3 (Freedman

et al., 2000). It can be seen that although the nuclear displacement (or velocity) vector for the C�H
stretching mode is highly localized, its vibrational motion has a widespread influence on electronic

current density well beyond the C�H bond. The perspective in Figure 9.6 is parallel to the axis of the

electric dipole transition moment. The current density visualized is that of the entire molecule

projected into a plane perpendicular to the electric-dipole transition moment. It is the circulation of

current density in this plane that gives rise to the component of themagnetic-dipole transitionmoment

that is parallel or anti-parallel to the electric-dipole transition moment. As a result one is viewing in

Figure 9.6 exclusively the vibrationally induced currents that are responsible for the sign and

magnitude of the calculated VCD intensity. What is particularly interesting are the strong circulations

of electron current density around the two oxygen atomic centers as well as the closer of the two

deuterated methyl groups to the C�H stretching motion. These plots were generated by software in the

commercial program from Advanced Visual Systems (AVS) that displays electron current density as

vector field maps.

We conclude this section by recalling the description of VA and VCD intensity maps in Chapter 4.

In Section 4.4.3 we described extension of TCD maps to magnetic-dipole transition current density

maps, dipole strength density maps to visualize the spatial location of VA intensity, and rotational

strength density maps to view the local contributions, regions of positive and negative value, to VCD

intensity. A vibrational magnetic-dipole density map is a simple extension of the vibrational TCD

obtained by introducing a moment arm to the vibrational TCD, where the latter, as we have

demonstrated previously in Chapters 2 and 4 and Appendix B, is a velocity electric dipole current

density map. To obtain three dimensional vibrational intensity maps, one must use the velocity dipole

form of the VA and VCD intensities. By withholding a last integration over all space from the dipole

and rotational strength expressions, origin-independent maps of VCD and VA intensities are

Figure 9.6 Transition current density (TCD) map for the C�H-stretching vibrational mode of S-methyl-
d3-lactate Cd3. The structure of the molecule, CD3C

�H(OH)(COOCD3) with C and O as filled circles
and H and D as open circles, is depicted on the left (a). The only significant atomic displacement is H
attached to the chiral center C� of the molecule, the direction and magnitude of which are indicated by
a small arrow. The map of the vibrational electron current density is depicted on the right (b) as
explained in the text. Reproduced with permission from the American Chemical Society (Freedman
et al., 2000)

Calculation of Vibrational Optical Activity 287



obtained as first described in Equations (4.165) and (4.166). The dipole-strength density, Da
v;g1;g0ðrÞ,

can be obtained by not carrying out the final integration over the velocity dipole transition moment,

which results in the total dipole strength, or VA intensity of the transition g0 to g1 in mode a,

Da
v;g1;g0 ¼ v� 2

a Re _ma
g0;g1 � _ma

g1;g0

h i
¼ v� 2

a

ð
Re _ma

g0;g1 � _ma
g1;g0ðrÞ

h i
dr ¼

ð
Da

v;g1;g0ðrÞdr ð9:67Þ

where _ma
g1;g0ðrÞ is the sum vibrational TCD plus the nuclear contribution to the transition

moment.

The corresponding expression for the rotational-strength density, Ra
v;g1;g0ðrÞ, is given analo-

gously by:

Ra
v;g1;g0 ¼ v� 1

a Re _ma
g0;g1 �ma

g1;g0

h i
¼ v� 1

a

ð
Re _ma

g0;g1ðrÞ �ma
g1;g0

h i
dr

¼ v� 1
a

ð
Re _ma

g0;g1 �ma
g1;g0ðrÞ

h i
dr ¼

ð
Ra
v;g1;g0ðrÞdr ð9:68Þ

Here the last spatial integration leading to the rotational strength, or VCD intensity, of the transition

is withheld either from the velocity electric-dipole transition moment or the magnetic-dipole

transitionmoment. Suchmaps have not yet been produced, but have the potential to reveal the origin

for VA and VCD intensity on whatever scale of local resolution is desired.

9.3.4 Visualization of ROA and Raman Spectra

Within the past decade, a new option for the visualization VOA spectra has been developed and

become available for widespread use (Hug, 2001; Hug, 2002). This programwas initially used for the

visualization of only Raman and ROA spectra; however a recent version of the program called py Vib

has been published and is freely available for downloading (Zerara, 2008) and can be applied to not

only Raman and ROA spectra but also to VA and VCD spectra. There are two basic functions of the

program. One is to depict the vibrational motion of the molecule in a three-dimensional view, and the

other is to give a local representation of the origin ofROA intensity in themolecule by the use of atomic

contribution patterns (ACPs) and group coupling matrices (GCMs). Spheres depicting vibrational

motion and the GCM are illustrated in Figure 9.7 for one vibrational mode of the same molecule for

which the SCP-Raman and -ROA spectra are presented in Figure 9.5, namely junionone precursor 1

(Haesler and Hug, 2008). The group regions of this molecule, labelled A, B, and C, are illustrated by

curved dashed lines in the structure inset of Figure 9.5(c).

TheGCMsorganize the calculatedROA intensity into regional contributions. The area of the circles

is proportional to the scalar magnitude of the ROA contribution while the grey (dark grey/positive and

light grey/negative) designates the sign of the contribution. Circles on the diagonal of the GMCmatrix

correspond to single center contributions while the off-diagonal contributions correspond to intensity

generated between the two different groups. The large positive ROA in the band labeled 26 in

Figure 9.5 can be seen to arise from the large dominating positive two-group contribution associated

with the local regions A and C in the GCM.

As mentioned above, the program py Vib can be applied to either VA/VCD or Raman/ROA

calculations and has been programmed to work easily as an interface to the Gaussian program

checkpoint file as illustrated in Figure 9.8 (Zerara, 2008). The checkpoint file (fchk) provides

information about the geometry, vibrational force field, and normal mode nuclear displacement

vectors, APT, AAT, R-APT, R-AAT, and R-AQT tensors for calculating VA, VCD, Raman, and ROA

spectra followed by the 3D representations of the normal modes, ACPs, and GCMs as illustrated

in Figure 9.7.
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9.4 Calculation of Electronic Optical Activity

The focus of this chapter is on the calculation of vibrational optical activity, but in this section we

provide a few remarks concerning the calculation of electronic optical activity.Within the past decade,

impressive strides have been made in the calculation of both optical rotation (OR) and electronic

circular dichroism (ECD). In particular both OR and ECD can now be calculated routinely using

commercially available software, and progress in the theory and calculation of EOA, and of VOA, has

been reviewed recently (Autschbach, 2009; Polavarapu, 2007). We also briefly mention depolarized

Rayleigh OA as a possible additional form of EOA that may prove useful in the future.

Figure 9.8 Flow diagram for the program py Vib that reads the output of the Gaussian fchk output file for
molecular geometry, force field, vibrational modes, APT, and AAT tensors for calculating VA and VCD
intensities and Raman R-APT, R-AAT, and R-AQT tensors for calculating Raman and ROA tensors.
Reproduced with permission from John Wiley & Sons (Zerara, M. 2008)

Figure 9.7 Visual representation of the vibrationalmotion and ROA intensity ofmode 26 (the large positive
ROA band near 875 cm�1 of junionone precursor 1 shown in Figure 9.5. The magnitude and shading of the
atomic spheres in the structure of the molecule on the left represents the energy and direction of the nuclear
displacements in this vibrational mode. The contributions to the calculated ROA intensity from more local
regions of the molecule are given by the group coupling matrix (GCM) in the center where the regions A, B,
andCare defined in the structure on the right by dashed lines. In theGCM,dark grey is positiveROA intensity
and light grey is negative intensity.Off diagonal boxes represent intensity generated by the interaction of two
different groups,whereas diagonal boxes are intensity contributions generatedwithin a local group.Adapted
with permission from the Schweitzerische Chemische Gesellschaft (Haesler and Hug, 2008)
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9.4.1 Calculation of Optical Rotation

The calculation of OR requires a level of computational analysis similar to that of ROA, namely

linear response TD-DFTwith at least added diffuse basis functions, as both OR and ROA are closely

related to the calculation of the optical activity tensors. It has been demonstrated theoretically that

OR is equivalent to Rayleigh optical activity scattering in the forward direction (Barron, 2004).

Furthermore, it can be shown that the specific rotation, given in Equation (3.31), is proportional

to the trace of the Rayleigh magnetic dipole optical activity tensor,G0
xx þG0

yy þG0
zz, in the far-from-

resonance approximation (Polavarapu, 2007). As a result, the calculation of OR is similar to that of

ROAbutwithout the need for information about the ground electronic state vibrational transitions of

the molecule.

One reason to pursue the calculation of OR is the widespread availability of polarimeters for the

experimental measurement of OR. If accurate calculations of OR can be carried out, thenOR becomes

a facilemethod for the determination of absolute configuration. However, several difficulties currently

prevent use of this method for the routine determination of absolute configuration. The first is the

relatively large range of deviations of calculated versus measured OR values for representative sets of

simple chiral molecules, currently specific rotation values on the order of 50� for the highest level of
calculations investigated. Second, OR is a single number or series of single numbers if more than one

wavelength is considered, and there is no independent spectral measure to inform whether the

calculation is a good match to the measurement. In particular, no degree of confidence calculation is

available. Related to this point is the fact that there is no parent measurement that can also be

calculated, such as VA for a VCD calculation, as an additional measure of whether the calculation is of

sufficient quality to be reliable. Finally, for molecules that havemore than one significant conformer at

room temperature, the OR of each conformer must be calculated and the resulting OR spectra must be

combined using a conformational distribution, but there is no simple way to know if all the important

conformers have been calculated and averaged. The simplest way to solve all of these problems is to

first do a VCD or an ROA calculation, and to use the resulting conformational information to perform

the OR calculation. In this way, OR can serve as an additional check on the reliability of the VCD

calculation, but currently for molecules with specific rotation values less that 50� such a check is of

somewhat limited value.

9.4.2 Calculation of Electronic Circular Dichroism

The calculation of ECD has been carried out for many years at various levels of quantum chemistry

theory, starting from semi-empirical calculations and continuing through ab initio Hartree–Fock

theory up to the current use of TDDFT or other types of electron correlation treatments, and in some

cases with vibronic sublevels included in the calculation (Autschbach, 2009). The principal difference

between calculations of ECD compared with those for VCD is the need for accurate descriptions of

individual excited electronic states in the molecule. For the calculation of the sign and magnitude of

each ECD band in the ECD spectrum, accurate descriptions of both the ground and the corresponding

excited electronic state are needed. In general, excited electronic states require a higher level of

quantum theory for their accurate description compared with the ground electronic state. By contrast,

only the ground electronic state needs to be described for VCD intensities. Hence, the calculation of a

VCD spectrum is simpler and less complex than the calculation of the corresponding ECD spectrum.

Furthermore,most ECD spectral calculations provide only the integrated ECD intensity for an ECD

bandwithout calculating or simulating the actual shape or appearance of the spectrum. This is because

the shape of an ECD band is governed by the underlying excited-electronic-state vibrational

substructure, also called vibronic structure. The vibrational motion of excited electronic states and

the vibronic coupling between excited electronic states is much more difficult to calculate than the

corresponding vibrational structure of the ground electronic state needed for a VCD calculation.
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Yet another point of comparison is the number of transitions or bands in an ECD spectrum

compared with the corresponding VCD spectrum. For VCD, all vibrational transitions of the

molecule are chromophores and in general there are tens of transitions in a typical mid-IR VCD

spectrum. By contrast, a molecule must possess electronic chromophores, typically p-electrons or
lone-pair electrons, in order to possess an ECD spectrum in the accessible UV–visible region, and

typically there is a much smaller number of bands in a typical ECD spectrum than there is in the

corresponding VCD spectrum. In addition, ECD spectra only provide stereochemical information

about those parts of the molecule that are near the electronic chromophore. This is in contrast to

VCD, which contains stereochemical information from all parts of the molecule that move during

the normal modes of vibration covered by the spectrum. The only parts of the molecule not

represented in a typical VCD spectrum are those far from sources of structural chirality, or regions

that conformationally average to zero net chirality, and typically these same structural regions

would also be absent in an ECD.

Given that VCD is richer in spectral content and easier to calculate than the corresponding ECD

spectrum, VCD will always maintain this computational advantage even as quantum computational

methods continue to improve in the future. In other words, VCDwill always be the more accurate and

faster calculation to carry out. On the other hand, ECD has a richness of information about the excited

electronic states of a molecule, and also of the underlying vibrational substructure of these states,

which will continue to be of value in understanding the chiroptical properties of molecules.

Furthermore, no one chiroptical method can provide all the desired structural information about a

chiral molecule, and hence the more methods, experimental and computational, that are brought to

bear on the stereochemical analysis of amolecule, the more informationwill be obtained and themore

certain one will be regarding the accuracy and validity of this information.

9.4.3 Calculation of Rayleigh Optical Activity

We conclude this section and this chapter with a brief discussion of a new proposed measure of EOA,

namely Rayleigh optical activity (RayOA). The theoretical foundation of RayOAwas described at the

same time that the theory of ROA was first presented (Barron and Buckingham, 1971). Recently,

however, the measurement and calculation of RayOA has been proposed as a new chirality measure of

a molecule comparable in many ways to OR (Zuber et al., 2008). It was shown computationally,

particularly for backscattering DCPI-RayOA, that the RayOA from the depolarized Rayleigh wing of

light scattering in molecules possesses relatively large and experimentally accessible RayOA

intensities, and in addition, that the sign of the RayOA correlates to a much higher degree with the

absolute configuration of the molecule than the corresponding calculated OR. By contrast, the central

polarized Rayleigh line is far more intense and possesses lower relative RayOA intensity compared

with the depolarizedRayleighwing and associated depolarizedRayOA.As described in Chapter 5 and

elsewhere, DCPI-Raman, and therefore DCPI-Rayleigh, scattering is a pure depolarized form of

scattering originating only from the symmetric anisotropic invariants with no contribution from the

polarized isotropic invariants (parent or OA invariant). Thus, if RayOA is to be discovered

experimentally, the best strategy is to use the backscattering DCPI form of RayOA in the search.

Once reliable methods for the measurement of RayOA have been established, it is likely that the

measurement and calculation of RayOAwill provide a more reliable correlation between the sign of a

chiroptical effect and the absolute configuration of the molecule than is now provided by OR.
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10

Applications of Vibrational
Optical Activity

With the completion of the basic principles of VOA in terms of theory, instrumentation, measurement,

and calculation, we now turn our attention to applying these concepts to practical problems where

valuable new stereochemical information can be obtained. The goal of this chapter is to provide an

overview of the landscape of VOA applications. As such, this is not meant to be a review article, of

which many have been written over the years since the discovery of ROA and VCD. Rather, it is a

description of the various classes of molecules studied using VOA, and also coverage of the different

types of applications of VOA. In most cases we are seeking to provide examples of timeless or

historical value that hopefully will never go out of date even though they will doubtless eventually be

surpassed in quality, speed, and degree of sophistication.

10.1 Classes of Chiral Molecules

The only restriction on the molecules studied by VOA is that they must be chiral, or at least associated

with a chiral molecular structure or assembly. As result, the molecules studied by VCD and ROA

have ranged in size from simple molecules with only five atoms (bromochlorofluoromethane) with a

single chiral center up to viruses and supramolecular protein fibril structures. Between these

extremes are all manner of molecules spanning virtually all classes of known molecular species.

Here we describe some the major classifications while no doubt overlooking some more specialized

examples that do not fall within our current gaze of possibilities. Before doing so, we mention that

there does not appear to be any fundamental distinction between the types of molecules that can be

studied by VCD versus ROA. When there are differences of convenience or sensitivity, we will

mention them at those points.

10.1.1 Simple Organic Molecules

The very first molecules studied by ROA and VCD were simple chiral organic molecules. The VOA

spectra of these ‘discovery’ molecules were shown in Chapter 1. Of the various types of small organic

molecules, monoterpenes are particularly favorable for VOA measurements as they have low
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molecular weights and in most cases are fairly rigid without much conformation freedom. These

molecules were the focus of some of the first full-length papers on ROA (Barron, 1977a;

Barron, 1977b), and they featured prominently in the first major paper on VCD (Nafie et al., 1976).

One molecule in particular that was of specific importance in early papers of both VCD and ROA is

a-pinene. This molecule finds widespread use in the optimization and calibration of VOA instruments

because it has strong VOA intensities, and because it can be sampled directly as a neat liquid.

VOA spectra of a-pinene are illustrated in several figures in Chapter 8 on the principles of

VOA measurements.

10.1.2 Pharmaceutical Molecules

One of the important classes of chiral molecules is that of active ingredients in pharmaceuticals. There

are two subclasses of pharmaceuticalmolecules: one is smallmolecules, usually organic, and the other

is biopharmaceuticalmolecules, which aremostly genetically engineered proteins.Adecade or so ago,

most pharmaceutical companies focused on small-molecule drugs while a handful of startup

companies worked to develop commercial means to sell protein pharmaceuticals for various

therapeutic uses. Now the distinction between these two types of companies has become blurred

as small-molecule pharmaceutical companies have acquired biopharmaceutical companies and vice

versa. Now most large pharmaceutical companies have research on both small-molecule pharma-

ceuticals and protein biopharmaceuticals. VCD and ROA can both be used as structural tools to

elucidate mainly the absolute configuration of the small-molecule active ingredients and the

conformational states of the protein biopharmaceuticals. A recent review highlights the applications

of VOA in the pharmaceutical industry (Nafie and Dukor, 2007).

10.1.3 Natural Product Molecules

Chiral molecules isolated from plants and marine organisms represent another very important class of

chiral molecules for which VCD especially has foundmany applications. The application is primarily

to determine the absolute configuration of these molecules, many of which have natural medicinal or

therapeutic applications. Numerous natural product molecules contain multiple chiral centers. Here

VOA is valuable in distinguishing betweenmirror-imagepairs of diasteriomers. UsuallyVCDanalysis

starts from a known particular diasteriomer after NMR or other techniques have been used to establish

the relative configuration amongmultiple chiral centers. The use of VCD for stereochemical analyses

of natural products has been reviewed recently (Nafie, 2008).

10.1.4 Metal Complexes

Many metal complexes have been explored using VCD and to some extent ROA. The earliest studied

metal complexes were rare-earth complexes of praseodymium and europiumwith camphorato ligands

that were featured in the first full VCD paper mentioned above (Nafie et al., 1976). On the other hand,

transitionmetal complexes have been studiedmore broadly over the years.Metal complexes bring two

new interesting features to VOA spectra both of which arise from low-lying excited electronic states

that may be present (He et al., 2001; Merten et al., 2010). For example, rare-earth complexes possess

f–f electronic transitions and transition metals have d–d transitions. Both types of transitions are

strongly magnetic-dipole allowed and hence, when present, can induce enhanced VCD or ROA by the

coupling of the electronic magnetic-dipole transition moments with the smaller vibrational magnetic-

dipole moments responsible for normal VCD intensity. There are also many examples of transition

metal complexes where the metal simply serves as a central structural element and the surrounding

ligands are stabilized or restricted in conformation, which changes their VCD spectra from that of the
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free ligand. These changes can then be used to understand that nature of the metal ligand binding and

the degree to which the metal donates electronic charge to the ligands.

A particularly interesting transitionmetal complex is ferric hemoglobin azide. The azide is bound to

the iron center at the distal position of the hemegroup.Although the azide ligand (N¼N¼N) is a linear,

non-chiral ligand, it somehow borrows magnetic dipole intensity from the ferric center to produce a

VCD intensity that is enhanced by approximately two orders ofmagnitude over normal VCD intensity

levels (Bormett et al., 1992).

10.1.5 Oligomers and Polymers

The study of large biological molecules usually begins by measuring the VOA of their smaller

subunits. For example, proteins are chains of amino acids linked by peptides bonds, the conformation

of which has been studied by VCD (Freedman et al., 1995; Schweitzer-Stenner et al., 2007). The

earliest VOA studies of biological molecules involved measuring the VCD and ROA of amino acids,

di-amino-acids, and simple di- and tri-peptides. Similarly, carbohydrates can be studied by starting

with VOA spectra of simple sugars and disaccharides. Nucleic acids are complex but still can be

studied at the level of ribose nucleosides and nucleotides. Once the VOAof oligomeric structures have

been obtained, studying their homo-polymeric structures, such as poly-L-proline, poly-L-lysine, and so

on, for proteins, can be extended to the study of proteins, carbohydrates, and nucleic acids (Keiderling

et al., 2006; Barron, 2006a; Barron, 2006b). Most VOA studies of polymeric substances are related to

corresponding hetero-polymeric biological structures, but a few examples of VOA spectra of stereo-

regular polymeric structures have been published.

10.1.6 Biological Molecules

More detailed descriptions of the application of VOA to biological molecules will be provided later in

this chapter, but suffice it to say here that virtually all classes of biological molecules can be

investigated by VCD (Keiderling et al., 2006), ROA (Barron, 2006a; Barron et al., 2007b; Barron

et al., 2007a) and VOA (Nafie and Freedman, 2000). Most VOA studies have focused on proteins

because they possess such a wide variety of structural motifs and have secondary structural elements

that are common across all proteins and thus allow a new form of protein conformational analysis to be

carried out. Besides proteins, nucleic acids, carbohydrates, glycoproteins, bacteria, and viruses have

been studied. Membranes and membrane bound proteins have not received as much attention from

VOA largely due to sampling issues. Viruses have proven to be amenable to study by ROA as a means

of characterizing the viral coat proteins (Blanch et al., 2002). Certain bacteria have filamentous

protein tails that help propel them through biological media and the VOA spectra of these tails can be

easily seen by both ROA and VCD as enhanced intensities in the of the Salmonella bacterium

(Uchiyama et al., 2008).

10.1.7 Supramolecular Chiral Assemblies

Supramolecular chirality in protein amyloid fibrils has been studied by bothVCDandROA. In the case

of ROA changes of native proteins can be followed into the prefibrillar state and additional changes in

insulin as fibrils begin to form. The change from the native and prefibrillar state to fibrils is surprisingly

dramatic in the case of VCD. Here VCD intensities can grow by up to two orders of magnitude with

only comparatively minor changes in the corresponding IR spectra (Ma et al., 2007). Protein amyloid

fibrils are an example of a supramolecular chirality where the chirality is manifested by a level of

helical chirality well beyond the driving source of chirality at the level of the chiral centers, the amino

acid residues in the protein primary structure (Ma et al., 2007; Kurouski et al., 2010). Other examples
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of supramolecular chirality have been observed in VOA, primarily in VCD, for example, the

supramolecular tetramer of 2,20-dimethyl-biphenyl-6,60-dicarboxylic acid (Urbanova et al., 2005),

supramolecular guanosine quartet assemblies (Stetincka et al., 2006) and the association of thevitamin

molecule, biotin, with silver ions (Goncharova et al., 2010).

The exact reason for the heightened sensitivity of VCD, compared with that of ROA, to

supramolecular chirality may due to the possible interference of scattering from larger molecular

structures in ROA that is not present in VCD due to the much longer wavelengths of the interrogating

radiation. Another reason is the ability of VCD to couple over distances that are larger than the

coupling distances typically seen for ROA. The shorter coupling distance of ROA is related to the

weaker nature of the induced dipolemoments needed for Raman andROAcomparedwith the intrinsic

dipole moments present for VA and VOA intensities.

10.2 Determination of Absolute Configuration

At present, the most powerful and important application of VOA is the determination of the absolute

configuration (AC) of small- tomedium-sizedmolecules.Most applications ofAC determination have

been carried out using VCD (Stephens and Devlin, 2000; Freedman et al., 2003) for reasons described

in the previous chapter, butROAhas been used to demonstrate the power ofVOAforACdetermination

in molecules for which AC determination by any other means is beyond current capabilities

(Polavarapu, 2002; Haesler et al., 2007; Barron, 2007).

10.2.1 Importance of Absolute Configuration Determination

With the growing number of new chiral pharmaceutical molecules, there is a corresponding need for

the determination of the AC of these molecules and their precursors in order to prove to regulatory

agencies the unambiguous absolute stereochemistry of these molecules. The potential of VOA to

provide routine assignments of AC has now been recognized worldwide by the major pharmaceutical

companies. Many of these companies possess their own VCD instrumentation and carry out VCD

measurements and calculations to determine ACs of tens to hundreds of compounds per year. Other

such companies outsource their VCDmeasurements and calculations to companies such as BioTools,

Inc., or the newly formed European Centre for Chirality at the University of Antwerp and Ghent

University in Belgium. Simply stated, VCD and ROA offer a straightforward method for the

determination of AC that bypasses the need for growing single crystals as required by anomalous

X-ray diffraction, the only other established a priori method for determining AC without structural

modification of the molecule or using rules based on empirical correlations or simple models, such as

the exciton coupling model (see Appendix A).

We show in Figure 10.1 one of the first published assignments of AC for a newly synthesized

iminolactone with VCD for the molecule R-(þ )-1,4-oxazin-2-one (Solladie-Cavallo et al., 2001b).

In this case, the comparison of measured and calculated VA and VCD spectra was the only proof of of

AC. The molecule is rigid with only one significantly populated conformer at room temperature.

Visual inspection reveals an unambiguous assignment of AC, as the VCD spectrum of the opposite

enantiomer, either measured or calculated, would reverse the signs relative to zero of all the VCD

bands thereby destroying by reversal the agreement between calculated and measured VCD spectra.

When all the major bands in the measured and calculated VCD spectra agree, and when the

corresponding VA spectra show a close match, then the assignment of the AC is secure.

A molecule of intense interest for which ROA has been used to determine definitively the

absolute configuration is R-(� )-bromochlorofluoromethane, the simplest non-isotopically substi-

tuted chiral molecule (five atoms) commonly used to illustrate the concept of chirality in molecular

structure. For more than two decades this molecule was studied in order to determine its
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absolute configuration. These efforts culminated in a definitive study that combined all available

experimental gas-phase data with a wide range of quantum chemistry methods for the calcula-

tions of OR and ROA that included large basis sets, origin independence and frequency

dependence (Costante et al., 1997; Polavarapu, 2002). In a related paper, the absolute config-

uration of R-(� )-iodochlorofluoromethane was determined by VCD measurement and ab initio

calculation (Figure 10.2). The molecule is of interest in the search for parity violation of

molecular origin (Soulard et al., 2006).

10.2.2 Comparison with X-Ray Crystallography

For many years, the gold standard for AC determinations has been anomalous X-ray crystallography

by the method of Bijvoet (Bijvoet et al., 1951). The requirement of this method is a pure single crystal

of the molecule. A typical further, but not absolute requirement is that a heavy atom (beyond C, N, O)

be present in the crystal as a phase reference for the X-ray scattering. Obtaining such single-crystals in

general is an art and obtaining a crystal of sufficient size and puritymay take a long time, on the order of

days orweeks. In some cases, a crystal can not be obtained, and of course for samples that are liquids or

oils at room temperature, crystals are impossible to obtain.

The advantage of theVOAmethod of AC determination is that no crystals are needed. Furthermore,

no additional modification of the molecule is needed as is required for the determination of AC by

Figure 10.1 Comparison ofmeasured and calculated VA and VCDof R-(þ )-1,4-oxazin-2-one. Reproduced
with permission from Elsevier Science Ltd. (Solladie-Cavallo et al., 2001b)
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NMR, which requires modification with an NMR shift reagent followed by further analysis. The

drawback of VOA analysis is the requirement of a quantum chemistry calculation, such as DFT, to

complete the AC assignment. However, DFT calculations provide additional information about the

stereochemistry of the molecule by providing solution-state conformations of the molecule not

provided by an X-ray analysis. One danger of X-ray analysis that can arise is incorrect assignment by

virtue of the quality of the X-ray analysis or even the selection of the incorrect enantiomorphic crystal

for X-ray analysis.

10.2.3 Comparison with Electronic Optical Activity

Since the 1960s electronic optical activity in the form of optical rotation (OR) and electronic

circular dichroism (ECD) have been used empirically with so-called chirality rules to determine

the AC of molecules. While the use of chirality rules, such as the octant rule or coupled oscillator

rules, for the assignment of AC using mainly ECD have been widely used in the past, occasionally

an exception to these rules appears. In some cases the exception to the rules could be understood

by further conformational analysis that would lead to a correction to an earlier incorrect AC assignment.

In other cases the exception could be justified by some stereochemical argument leading to a refinement

of the rule, but such rationalizations offer no protection against future new exceptions.

Figure 10.2 Comparison (left panel) of measured depolarized right-angle ICP-Raman (IRzþ ILz) and -ROA
(IRz� ILz), a and d, respectively, for the neat liquid (–)-enantiomer of bromochlorofluoromethane with the
corresponding ab initio calculation of the R-enantiomer showing close agreement for all major bands
(Costante et al., 1997). Reproduced with permission from John Wiley & Sons (Costante, J., Hecht, L.,
Polavarapu, P.L., Collet, A., and Barron, L.D. (1997) Absolute-Configuration of Bromochlorofluoromethane
fromExperimental andAb-Initio Theoretical Vibrational RamanOptical-Activity. Angew. Chem. Int. Ed. 36,
885–887. Fig. 2, p. 886. JohnWiley& Sons). Comparison (right panel) ofmeasured IR andVCDspectra in the
gas phase with rotational bands shapes of the (–)-enantiomer of iodochlorofluoromethane with the
corresponding DFT calculation, without rotational bandshapes of the R-enantiomer. Reproduced with
permission from Elsevier Science Ltd. (Soulard et al., 2006a)
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With the advances in quantum chemistry methods for the ab initio calculation of OR and CD, the

way has opened for these earlier methods to join VCD and ROA as a priori methods for AC

determination (Polavarapu, 2007).However, neitherORor ECDhas an internally calibratedmethod to

be sure that the correct conformational distribution has been obtained. As a result, other sources

of computational comparison rich in structural detail, such as VA and VCD intensities, are needed

to make sure all important conformers have been found that are needed to calculate the OR or

ECD spectrum.

Since both VCD and ROA need no specific functional groups or chromophores and sample directly

the vibrational motion of all parts of the molecule, it is clear that they are preferred methods for the

determination of AC in chiral molecules. On other hand, OR and ECD provide additional checks on

the assignment of AC made by VOA and also as additional types of stereochemical information. No

one technique contains all possible or desired stereochemical information, and thus, to obtain the

maximum amount of absolute stereochemical information about a molecule, measurements and

calculations of VCD, ROA,OR, and ECD need to be carried out and analyzed. Evenmore information

and double checks on assignments can be obtained by using X-ray crystallography if available and

NMR shift reagents.

10.2.4 Efficiency of VCD Determination of AC

At this time, the simplest, fastest, and most direct method of AC determination in small- to medium-

sized molecules is VCD. In some pharmaceutical companies, the process of reliable determination of

AC byVCD can be reduced to a 24 h service. In such cases, the IR and VCDmeasurements are carried

out in a matter of hours. In a similar time frame, a global conformation search is carried out that

produces a comprehensive set of low-energy conformers for further analysis. These conformers are

then entered into an automated software program, interfaced to Gaussian 03 or 09, which computes by

the following day the final conformationally-averaged VA and VCD spectra. These calculated spectra

can then be compared with the measured IR and VCD spectra and, either visually or statistically with

spectral similaritymeasures described in Chapter 9, tomake the assignment of theAC. In this way tens

to hundreds of determinations of AC can be completed each year in a given location.

10.2.5 Determination of Solution-State Conformation

An added bonus of the determination of AC by VOA is the determination or verification of the major

conformers present in solution. This information is naturally obtained when a VCD spectrum is

calculated for a molecule with more than one solution-state conformation at room temperature. The

VCD spectrum of each conformer is averaged through the Boltzmann distribution using the relative

free energy of the each of the conformers considered as described by Equations (9.56) and (9.57).

When agreement between calculated andmeasuredVAandVCD spectra is obtained, a confirmation of

the presence of the major populated conformers present is obtained. This information in turn is useful

for knowing which conformers may be present in sufficient quantity to support a specific model of

drug–substrate interactions. Such modeling studies are often at the heart of strategies for under-

standing themode of action of particular chiral pharmaceuticalmolecules in protein active sites.While

such information can be predicted from quantum chemistry calculations alone, their verification under

particular conditions of solvent and concentration is valuable new information in the quest to

understand at the molecular level how a drug molecule interacts with its target to produce the desired

therapeutic effect.

A simple early example of the determination of the AC for a molecule with more than one lowest-

energy conformer is that of a new oxathiane molecule with two principal low-energy conformers

(Solladie-Cavallo et al., 2001a). In Figure 10.3, we show in the left panel the calculated and measured
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VA and VCD spectra of these two conformers of the calculated S,S-configuration and the measured

spectra of the (þ )-enantiomer. The corresponding DFT-optimized structures of the conformers are

shown in the center of the figure. The Boltzmann average of the VA and VCD spectra of the two

conformers, which is 73% upper conformer and 27% lower conformer, is shown in the right panel.

The two conformers differ primarily in the direction of the hydroxyl group. The upper conformer in

the figure is the lowest-energy conformer, and the conformer shown below it has a calculated

energy that is 0.57 kcal higher. It is clear from these spectra that the Boltzmann-averaged spectra on

the right are in closer agreement with the measured spectra than are either of the conformer spectra

on the left. These results not only prove the absolute configuration to be S,S-(þ ), but they also confirm

that these two conformers are present in solution under the conditions of solvent and temperature.

This is new information that is not available at this level of specificity from any other

spectroscopic technique.

In Figure 10.4, we provide an example from ROA of conformational averaging to arrive at an AC

determination (Haesler et al., 2007). The molecule (R)-[2H1,
2H2,

2H3]-neopentane is the simplest

chiral hydrocarbon molecule. It has no functional groups and no currently measurable optical rotation

as the electronic structure of the molecule has Td-symmetry to a high degree. The AC determination

was complicated by the need to calculate all the rotomeric forms of this molecule for which there are

many, as shown in the figure, and the ROA of the individual conformers varies widely in sign and

Figure 10.4 Comparison of measured with calculated unpolarized backscattered SCP-ROA of chiral
deuterium-substituted (R)-[2H1,

2H2,
2H3]-neopentane. Calculated ROA of individual rotomeric structures

are shown in the lowest set of spectra: A, R1; B, R2; C, R3; D, R4; E, R5; F, R6; G, R7; H, R8; and I, R9.
Reproduced with permission from the Nature Publishing Group (Haesler et al., 2007)
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magnitude for most of the observed bands. One simplification is that all the rotomers have the same

calculated energy and as a result the Boltzmann average is a uniform weighting for all the rotomers.

The final calculated ROA spectrum, both measured and calculated is a relatively small residual

spectrum that remains after the largely canceling intensities of all the rotomers is summed and

averaged. The remarkable degree of agreement attests to the accuracy and power of current DFT

methods for calculating VOA spectra. Owing to the absence of a measurable OR the absolute

configuration of this molecule could be specified by the nomenclature (R)-[ROA(þ )800]-[2H1,
2H2,

2H3]-neopentane corresponding to a large positive ROAband near 800 cm–1. A similar assignment has

been made using VCD for the AC determination of (R)-(þ )-[VCD(-)984]-4-ethyl-4-methyloctane, a

so-called cryptochiral hydrocarbon with a quaternary chiral carbon center, the simplest chiral

hydrocarbon without isotopic substitution (Kuwahara, 2010).

10.2.6 Coupled Oscillator Model AC Determination

Before leaving the topic of AC determination, we note that the empirical method of the coupled

oscillator (CO) mechanism can be used not only for ECD determinations but also for VCD. The CO

mechanism applied to VCD was described previously, and in Appendix A, in the context of

early models of VCD that were useful in understanding VCD before full quantum chemistry methods

were developed (Holzwarth and Chabay, 1972). The simple CO model describes VCD arising from a

pair of degenerate, skew-oriented (twisted left or right about a line connecting the centers of the

dipoles) electric-dipole moments. The predicted VCD spectrum is a conservative couplet the sense of

which determines the absolute configuration of the pair of oscillators and hence the molecule

by association. The model has been generalized in a number of ways to describe the VCD of

polypeptides (Birke et al., 1992) and also to determine the conformations of small peptides in solution

(Eker et al., 2004a).

10.3 Determination of Enantiomeric Excess and Reaction Monitoring

A second major area of application of VOA is the determination of the enantiomeric excess of a

sample. As first described in Chapter 1, the enantiomeric excess of a sample is a measure of the

excess amount of one enantiomer over the other divided by the total amount of both enantiomers. It is

usually given as a percentage figure with the abbreviation %ee for % enantiomeric excess. For a

fixed or normalized absorbance level, the magnitude of the measured VCD is linear at all

wavenumber values to the %ee value with no constant offset if the VCD is accurately baseline

corrected. Thus for a pure enantiomer, with 100%ee, the VCD is a maximum value. For a ratio of

enantiomers of 3:1, the %ee is 3� 1ð Þ=ð3þ 1Þ½ � � 100%, or 50%, and the VCD is one half its

maximum value. For a racemic mixture with an exact 1:1 ratio of enantiomers, the %ee is 0% and the

VCD is likewise zero.

One of the earliest applications of %eewith VOAwas the use of VCD in a series of papers aimed at

following the kinetics of the stereo-specific thermal degradation products of trans-dideuteriocyclo-

propane (Freedman et al., 1991; Cianciosi et al., 1991; Spencer et al., 1990; Cianciosi et al., 1989).

Soon thereafter it was demonstrated that the %ee of a sample could be seen down to the level of

approximately 1% by ROA (Hecht et al., 1995).

The field of %ee VOAwas dormant for about a decade until several papers appeared based on a

simulated reactionmonitoring setup that demonstrated a new level of capability of%ee application for

VOA (Guo et al., 2004; Guo et al., 2005; Guo et al., 2006). This involved the use of a reaction cell

connected to the sample chamber of a dual-PEM FT-VCD spectrometer. As the sample in the reaction

flask changed, the solutionwas circulated by a pump to a flow-through cell in the sampling area located

between the two PEMs, as shown in Figure 10.5.
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10.3.1 Single Molecule %ee Determination

The first measurements with this setup were carried out by only changing the%ee of a 50% by volume

solution of a-pinene in CCl4 from 100 to 0% in 12 steps (Guo et al., 2004). This was accomplished by

injecting 1 or 0.5mL solutionvolumes of the opposite enantiomer with a syringewithout removing the

flow cell from the sample area, thus giving highly stable results for the spectral measurements. At each

step the IR and VCD spectra were measured, and it was found that, as expected, there were no

discernable changes in the IR spectrum, while the VCD spectrum became linearly smaller as the %ee

was systematically reduced, as shown in Figure 10.6. Although the noise level at any one spectral

location was relatively large, the use of partial least squares (PLS) chemometric analysis applied

across the entire spectrum gave predictions of the %ee for each solution with an accuracy of

approximately 1%.

10.3.2 Two-Molecule Simulated Reaction Monitoring

This methodology was then extended to a two-sample solution to simulate the transformation of a

reacting solution from reactants to products (Guo et al., 2004). Here a solution of camphor and borneol

was changed over time from pure 1S-(–)-camphor to pure [1S-endo]-(–)-borneol, as shown in

Figure 10.7. The sensitivity of VCD to monitor mole fraction changes of camphor relative to borneol

from 1.00 to 0.00 in 13 steps is illustrated in Figure 10.8.

As a second step the %ee values of the two molecules were changed in steps from 100 to 40% for

camphor and from 100 to 60% for borneol, while the concentrations of camphor relative to borneol

were simultaneously varied to simulate monitoring of a chemical reaction of two chiral species.

The results of the chemometric analysis of this pseudo reaction are displayed in Figure 10.9.

Figure 10.5 Optical electronic layout of a dual PEM FT-VCD spectrometer showing the two PEMs and the
VCDflowcell connectedby tubing and a pump to a reaction vesselwhere changes in the composition and%
ee values of the samples changed with time and could be followed quantitatively by block-scanning of
the FT-VCD spectrometer
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In Figure 10.9, actual concentrations of both species can be extracted from the IR concentrations

(left panel). If the same analysis is carried out for the VCD spectra, a set of lower concentrations is

predicted (middle panel) because the magnitude of the apparent VCD intensities is reduced by %ee

values at each stage of the analysis. These %ee values can be exacted for each species, borneol and

camphor in this case, by dividing the apparent VCD concentrations by the corresponding IR

concentration for each block of IR and VCD spectra in the simulated kinetic run. The RMS error

in the predicted versus prepared %ee values was approximately 2%.

10.3.3 Near-IR FT-VCD %ee and Simulated Reaction Monitoring

The same spectral measurements and analyses just presentedwere subsequently repeated in the near-IR

region between 4000 and 5800 cm–1 (Guo et al., 2005). Similar accuracies in the prediction of near-IR

Figure 10.6 IR and VCD spectra of 3.14M solution of (þ )-a-pinene in CCl4 (left panel) and 12 VCD
spectra from the bottom to the top of (þ )-a-pinene at%ee values of approximately 100, 88, 78, 66, 60, 52,
45, 33, 23, 14, 6, and 0 (right panel). Reproduced with permission from the American Chemical Society
(Guo et al., 2004)

Figure 10.7 Stereo-specific diagrams of the simulated reaction from 1S-(–)-camphor to [1S-endo]-
(–)-borneol as described in the text
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Figure 10.8 IR and VCD spectra of 1M CCl4 solutions of 1S-(–)-camphor and [1S-endo]-(–)-borneol in
(left panel) and 13 VCD spectra following the conversion of camphor to borneol (right panel) according to
the following mole fraction of camphor with respect to borneol: 1.00, 0.91, 0.83, 0.77, 0.67, 0.59, 0.50,
0.42, 0.33, 0.23, 0.17, 0.09, 0.00. Adapted with permission from the American Chemical Society (Guo
et al., 2004)

Figure 10.9 PLS predicted versus prepared values of simultaneous changes in concentrations and %ee of
CCl4 solutions of 1S-(–)-camphor and [1S-endo]-(–)-borneol. The %ee values are obtained by dividing the
apparent VCD concentrations by the corresponding IR concentrations. Reproduced with permission from
the American Chemical Society (Guo et al., 2004)
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and VCD concentrations and %ee were found in this spectral region as those found in the mid-IR as

illustrated above. The results for the pseudo reaction between camphor and borneol are illustrated in

Figure 10.10 where the pure near-IR VA and VCD spectra that formed the basis of the chemometric

analysis are given in the left panel and the comparison of the simultaneous prediction of the %ee values

is given on the right. Carrying out%ee determinations in the near-IR versus themid-IR region carries all

the usual advantages and disadvantages of these two regions. Most likely, for practical purposes, the

near-IR region may prove more valuable for chiral reaction monitoring due to the greater use of non-

chiral reactionmonitoring in the near-IR region. The ability to use longer pathlengths, brighter sources,

andmore sensitive detectors are factors in favor of the near-IRwhereas themid-IR enjoys sharper, better

understood, spectral features.

Overall, onecanconclude thatVCD,andalsoROA,containenoughspectroscopicdetail inmultiplex

fashion to be able to resolve simultaneously changes in both the concentrations and %ee of two chiral

reacting species. Because VCD and ROA are the only chiroptical spectroscopic methods that are

broadbandmultiplex spectroscopies andcanmeasure simultaneously theparent and chiroptical spectra

(VAandVCDorRamanandROA), theyarecurrentlytheonlyanalyticalmethodsthatcanmonitor inreal

timeinfullkineticdetail reactionsofchiralmolecules tochiralproducts.With thismethodology,onecan

inprinciplemonitor simultaneouslyanynumberofco-reactingchiral species.Thepractical limiton this

number is related to the signal quality and concentration of each species.

10.3.4 Near-IR Reaction Monitoring of an Epimerization Reaction

We conclude our description of %ee applications with a near-IR VCD reaction-monitoring

study of the molecule 2,2-dimethyl-1,3-dioxolane-4-methanol (DDM). This molecule undergoes an

Figure10.10 Near-IR VA and VCD spectra of 1S-(–)-camphor and [1S-endo]-(–)-borneol (left panel). PLS
predicted versus prepared values of simultaneous changes in concentrations and %ee where the %ee
values are obtained by dividing the apparent VCD concentrations by the corresponding near-IR
concentrations (right panel). Reproduced with permission from the Society of Applied Spectroscopy
(Guo et al., 2005)
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acid-induced epimerization reaction which, due to the transfer of the location of the chiral center, is

an internal conversion from one enantiomer into the other (Guo et al., 2006). In Figure 10.11, the

epimerization scheme of DDM is shown, which involves a ring opening to an intermediate species

that can re-close to either of two enantiomeric structures. In the panel on the left, VCD spectra of

DDM are shown that become smaller in magnitude as epimerization proceeds. To the right are

shown the kinetic plots of %ee reduction of DDM in three different solvents, toluene, carbon

tetrachloride, and methylcylohexane (MCH). The three different solvents stabilize the reaction

intermediate to different degrees for which MCH is the most efficient. The VCD analysis reveals

new details about the kinetics of this epimerization process, which leads to a greater understanding

of this reaction and its solvent dependence.

10.4 Biological Applications of VOA

VCDandROAhave different types of sensitivities to the structure of biologicalmolecules. As a result,

each has different relative advantages over the other, and the applications of each have a different

emphasis and points of view. Furthermore, there are very few publications in which both VCD and

ROA are used to study a single biological problem. That being said, because of their different

sensitivities, therewould bemuch to begained if bothVCDandROAwere used in the same study in the

quest for a greater understanding of a biological problem, and no doubt in future studies this strategy

will be more frequently adopted. As we shall see, neither VCD nor ROA gives a sufficiently complete

picture of a biological system that complementary information from the sister VOA technique would

not be valuable. To emphasize this complementarity, the discussion in this section will interleaf

descriptions of biological applications using VCD and ROA.

Figure 10.11 Reaction scheme for the epimerization of 2,2-dimethyl-1,3-dioxolane-4-methanol (DDM)
(top), VCD spectra of DDM undergoing epimerization in toluene in the near-IR region (left panel), and %ee
kinetics for the epimerization of DDM in three different solvents (right panel). Reproduced with permission
from John Wiley & Sons (Guo et al., 2006)
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The application of VOA to biological problems is unique relative to the applications discussed

so far in this chapter. This feature is that the absolute configuration is not a central issue. Nature is

homochiral with respect to the absolute configuration of proteins, sugars, nucleic acids, and

related structures. The only exceptions to this rule are the few cases where, for example D-amino

acid residues can be found in some antimicrobial peptides of some animal species as part of a

naturally-evolved survival-defense mechanism. As a result, the focus of VOA applications of

biological molecules is on conformation, not absolute configuration. While other techniques such

as NMR, ECD, Raman, and FT-IR contribute in many ways to our understanding of the

conformations of biological molecules, VCD and ROA have an increasingly strong role to play

in gathering this information, and, as we shall see, VOA has some unique and very powerful

sensitivities to the structure and conformation of biological molecules.

The opening section of this chapter focused on the different types of molecules for which VCD and

ROAhave been applied. Here our focus is on the different types of applications even though the overall

discussion is again grouped by the different types of molecules, in this case exclusively biological

molecules and their assemblies. We start with the small biological molecules of interest and work our

way up to increasingly large biological structures.

10.4.1 VCD and ROA of Amino Acids

The first and simplest biological molecule for which VOAwas applied is, not surprisingly L-alanine,

the simplest chiral amino acid (Diem et al., 1977). The first VCD spectrum of L-alanine, and the first

VCD spectrum published from Syracuse University with the third VCD instrument constructed

worldwide, is presented in the left panel of Figure 10.12. The solvent was D2O and the spectral region

Figure 10.12 Transmission and VCD spectrum of L-alanine-Nd3 in D2O solution (left panel) (Diem
et al., 1977); the comparison (middle panel) of measured to LMO-calculated VCD spectrum of L-
alanine-Nd3 (above) with the LMOVCDbands of each CH stretching vibrational mode (below) as described
in the text; and (right) the calculated nuclear and LMO-centroid positions and displacements for the
2970 cm–1 C�H stretching mode with accentuated displacements for clarity (Freedman et al., 1982).
Reproduced with permission from the American Chemical Society. (Diem, et al., 1977)
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was the CH-stretching region. Alanine in aqueous solution is a zwitterion and the species measured

was L-alanine-Nd3. The absorption spectrum is displayed as a transmission spectrum relative to the

D2O background transmission. The two highest frequency bands are due to the near-degenerate anti-

symmetric methyl stretching modes and the lowest two peaks are due the Fermi-resonance doublet

of the symmetric methyl stretching mode with the first overtone of the methyl deformation mode.

A large VCD appears near 2970 cm–1 where no absorption band appears. This VCD feature is due

to theweakly absorbingmethine C�H stretchingmode. This strong positive VCDband forms the basis

of the methine CH-stretching chirality rule for L-amino acids (Nafie et al., 1983), the VCD spectra

of which all have a strong positive bias due to this core vibrational feature of the CH stretching region.

A number of years later, the VCD spectrum of L-alanine-Nd3 was re-measured and compared with the

results of a semi-empirical CNDOVCD calculation using the localized molecular orbital (LMO) model

(seeAppendixA) in the central panel of Figure 10.12 (Freedman et al., 1982). The LMOmodel is the first

quantummechanical model of VCD (Nafie andWalnut, 1977) and was formulated as an extension of the

fixed partial charge (FPC) model. In the LMO model, VA and VCD intensities arise from the motion of

nuclei with positive fixed charges and negative charge at the centroids of the LMOs. The results of the

LMO calculation for the C�H stretching mode of L-alanine-Nd3 is presented on the right side of

Figure 10.12 The open circles, large for nuclei and small for LMO centroids, are the equilibrium

positions,whereas the dark circles are the correspondingdisplacedpositions for this vibrationalmode.The

largepositiveVCDin the central diagramof theLMOcalculations is due to this loneC�Hstretchingmode.

More recently, attention has again turned to this molecule where high-level quantum chemistry

methods have been applied to L-alanine inH2O solvent for both ROAandVCDover the the vibrational

regions between 1000 and 1800 cm–1 for IR and VCD and 400 and 1800 cm–1 for the Raman and ROA

(Jalkanen et al., 2008). This work includes recently measured FT-IR and FT-VCD spectra from

Syracuse University and backscattering unpolarized SCP-Raman and SCP-ROA from Glasgow

University. The model for the VA and VCD calculations is DFT/B3LYP/6-31G� plus 20 water

molecules, the structure for which, calculated at the level DFT/OPBE0/TZ2P þ COSMO, is shown in

Figure 10.13. The comparison of measured to calculated VA and VCD spectra is provided in

Figure 10.14, where the calculations include four different solvent models starting with only the

20 explicit water molecules (lowest spectra) followed by three different solvent treatments in addition

to the explicit water molecules. These are labeled Onsager (dielectric shell model), PCM (polariz-

ability continuummodel), andCOSMO (conductor screeningmodel). A corresponding comparison of

measured and calculated Raman (left) and ROA (right) are given in Figure 10.15. Here the Raman

calculations were carried out with same model chemistry as the VA and VCD, but two changes were

imposed on the ROA calculations. Carrying out ROA intensity calculations with 20 explicit water

molecules was computationally too demanding, but it was found that good agreement could be

obtained with an improved basis set including diffuse basis functions and a continuum solvent model.

The ROA calculations shown were carried out for L-alanine without explicit water molecules at the

level DFT/B3LYP/cc-aug-pVDZ þ COSMO for three different ROA invariants, which all give

approximately the same calculated ROA spectrum.

10.4.2 VOA of Peptides and Polypeptides

The next level complexity of biological structures is that of small peptides and polypeptides. The first

VCD spectra of peptides reported were the CH-stretching VCD of L-alanyl-L-alanine (L-ala-L-ala) and

L-ala-L-ala-L-ala, L-ala-gly (L-alanylglycine) andGly-L-ala, published shortly after the first amino acid

spectrum (Diem et al., 1978). The first VCD spectrum of a polypeptidewas published a few years later

(Singh and Keiderling, 1981). This paper established the VCD spectral signature of an a-helix in the
NH (amide A and B) and C¼O stretching (amide I and II) regions. A few years later, the mid-IRVCD

spectral signatures were published of poly-L-lysine in the three classical secondary structures:a-helix,
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b-sheet, and random coil shown in Figure 10.16 (Yasui and Keiderling, 1986; Paterlini et al.,

1986). The paper by Paterlini et al. noted that by adding high concentrations of salt to a sample of

poly-L-lysine in the so-called random coil conformation that a fourth secondary structural state

could be reached that had no detectable VCD spectrum at the scale of sensitivity of the random

coil VCD spectrum and hence might be associated with a completely unordered state. This is in

turn implied that the random coil actually had a regular structure at some level of local structure.

The VCD spectrum in the amide I region of the random coil was strong and opposite in sign

to that of the a-helix, implying the possibility of a left-handed helical structure opposite to that

of the a-helix.
A fewyears later this issue of a possiblewell-defined structure of the randomcoilwas settledwhen it

was proposed by Dukor and Keiderling that the so-called random coil structure of polypeptides and

proteins was in fact the same VCD spectrum of polyproline II (PPII) (Dukor and Keiderling, 1991).

This idea had been proposed many years earlier that the random coil was actually an extended left-

handed 31-helix, stabilized not by internal intra-peptide hydrogen bonds but by hydrogen bonding to

the solvent watermolecules. The evidence provided byDukor andKeiderling is shown in Figure 10.17

where the VCD spectrum of poly-L-glutamic acid in the random coil state is compared with that of

poly-L-proline in the PPII-helix state. This work was continued where it was shown that simple

unblocked oligopeptides of proline had amide I VCD spectra, which implied that they adopt a PPII

conformation, contrary to conventional wisdom that small peptides had random jc-angles and

essentially nowell-defined secondary structure (Dukor et al., 1991). Further, it was shown in this work

that the VCD of proline oligopeptides reach the magnitude of the full polyproline VCD intensity after

only five amino acid residues.

The finding of the oligomeric secondary structure of proline systematically has been pursed more

recently by Schweitzer-Stenner who analyzed the structure of an extensive series of small peptides in

Figure 10.13 Optimized model for L-alanine zwitterion with 20 water molecules calculated at the
level DFT/OPBE0/TZ2P þ COSMO. Reproduced with permission from Springer Verlag, Ltd. (Jalkanen
et al., 2008)
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Figure 10.16 VA andVCD spectra in the amide I and II regions of poly-L-lysine inD2O at pD 7.3 (left) in the
random coil state, at pD 11.5 after heating in the b-sheet state (middle), and as a mixture of methanol and
water (96:4) in the a-helix state (right). Reproduced with permission from the American Chemical Society
(Yasui and Keiderling, 1986)

Figure 10.17 Comparison of the VA and VCD of (b) poly-L-glutamic acid in the random coil state with
(a) poly-L-proline in thePPII conformation state. Reproducedwithpermission from JohnWiley& Sons (Dukor
and Keiderling, 1991)
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D2O using the extended coupled oscillator model as applied to FT-IR, polarized Raman, and VCD

spectroscopies (Eker et al., 2004a). It was found that all tripeptides studied, including zwitterionic,

high-pH and low-pH forms, adopted secondary structures that clustered in the regions of jc-angles
belonging to PPII and b-sheet secondary structures. An example of this work is illustrated in

Figure 10.18, where the VCD spectra of the three tri-peptides with ionizable side-chain, tri-lysine

(K3), tri-aspartate (E3), and tri-gluatamate (D3) are shown (Eker et al., 2004b). Also shown is the

stereo-structure found for K3 compared with its idealized PPII structure that illustrates their close

backbone conformations. The locations of the determined structures for K3, E3, and D3 on a

Ramanchandran plot are also shown, which clearly demonstrates how close these oligopeptide

structures are to clusterings of PPII secondary structures.

The work discussed here highlights the contributions of VCD to the understanding of peptide,

polypeptide, and protein secondary structure. This is accomplished primarily through a study of the

amide I region where coupling between adjacent or nearby peptide units occurs by means of through-

space interaction on a scale smaller and more detailed than that spanned by ECD spectroscopy in the

UV near 200 nm. At the same time, parallel research in ROA of peptides and proteins has revealed an

even more local type of stereo-sensitivity, one that is centered on the values of the jc-angles as
revealed primarily by vibrational modes in the amide III region of hydrogen bending modes.

An example of the sensitivity of ROA to the secondary structure of polypeptides is shown in

Figure 10.19, were the backscattering ROA spectra of four forms of poly-L-lysine are compared and

analyzed empirically (McColl et al., 2003). While changes are seen across the entire spectrum in

comparing the a-helix, mixed a-helix/b-sheet, b-sheet, and disordered (PPII-type) secondary

structures, the most dramatic changes are seen in the extended amide III region, which involves

Figure 10.18 Model structure of tri-lysinate (K3) in idealized PPII structure (left upper) and as calculated
from FT-IR, VCD, and polarized Raman spectra (left lower). The middle panel compares measured (solid
lines) with calculated VCD from determined jc-angles from FT-IR and polarized Raman at the pD values
incidated. Location of tri-lysine (K3), tri-aspartate (E3), and tri-glutamate (D3) in the Ramachandran plot of
jc-angles near the PPII area of peptide secondary structure. Reproducedwith permission from the Americal
Chemical Society (Eker et al., 2004b)
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coupling between amide NH bending and the Ca–H bending modes at the adjacent chiral center of

the lysine residue. A particular capability of ROA is discrimination of different types of b-sheet

structures encountered in proteins. In a related paper, ROA signatures of alanine peptides in aqueous

solution from Ala2 to Ala5, as shown in Figure 10.19, transitions from that of the dipeptides to

a secondary structure corresponding to the that of the PPII helix previously assigned to poly-L-lysine

and poly-L-glutamic acid (McColl et al., 2004).

Figure 10.19 Backscattering ICP Raman and ROA of poly-L-lysine in H2O (left) at: (a) pH 11 at 3 �C for the
a-helix; (b) at 25 �C for amixeda-helix/b-sheet state; (c) at 50 �C for theb-sheet state; and (d) pH1.8 at 20 �C
for the disordered (PPII) state (left). Backscattering ICP-Raman and -ROAof aqueous solutions of Ala2 to Ala5
(right) showing the close similarity of the spectra of Ala5 to poly-L-lysine in the disordered state (opposite on
left), both PPII helical conformations. Reproduced with permission from the American Chemical Society.
(McColl, et al., 2003)
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10.4.3 ROA of Proteins

Most of the work on applications of ROA to biological molecules in the past two decades has focused

on protein secondary structure, although somework on nucleic acids and carbohydrates has also been

carried out. The central theme pursued in these protein studies is first to classify proteins according to

secondary structure and the degree of order in the protein. ROA spectra of proteins in water span the

entire range of vibrational frequencies from 200 to 1800 cm–1 exhibiting an extraordinary degree of

vibrational structural information. This range of spectral coverage and also the degree of changes of

the ROA spectra to five proteins with different secondary structure motifs is illustrated in Figure 10.20

(Barron, 2006a).

Figure 10.20 Backscattering SCP-ROA and -Raman for the five proteins from top to bottom: (a) human
serum albumin; (b) human immunoglobin G; (c) bovine ribonuclease A; (d) subtilisin Carlsburg; and
(e) bovineb-casein. Shown to the right of eachpair of theRamanandROAspectra are the secondary structure
images for all proteins except that for bovineb-casein, absent because it is a natively unstructured protein for
which such an image is not currently known or easily depicted. Reproduced with permission from Elsevier
Science Ltd (Barron, 2006)
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Although the most central and characteristic region of ROA sensitivity, as just mentioned,

is the amide III region, the real power of ROA protein structural analysis stems from each

ROA spectrum as whole, which can be used statistically as a basis for the construction of a

protein-ROA database. A recent example of such a database is illustrated in Figure 10.21, where

results of a multivariate analysis of 80 proteins is illustrated as a two-dimensional non-linear

mapping (NLM) plot in which the secondary structure content is classified from high a-helix

(right) to high b-sheet (left) along coordinate 1, and from highly-ordered (top) to highly-

disordered (bottom) along coordinate 2 (Zhu et al., 2006). The color scheme for locating

the positions of individual protein ROA spectra corresponds to various distinct families of

native protein-folding motifs and is thus valuable as a classification scheme for newly

discovered proteins. Knowing the folding family is important in the design of strategies for

the crystallization of the proteins, a prerequisite for X-ray structure determination. This same

database can be displayed in three dimensions where an additional classification dimension adds

a further degree of separation to the various clusters of secondary structure types. Also shown in

this figure are averages of the ROA spectra in the groups of proteins in the plots colored for ease

of association.

Figure 10.21 Multivariate NLM plots in two dimensions (upper left) and three dimensions (lower left) of a
database of 80 ROA spectra that cluster in secondary structure types corresponding to native protein folding
families, the average ROA spectra of which are displayed to the right. Reproduced with permission from
Elsevier Science Ltd (Zhu et al., 2006)
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The area of greatest potential for ROA to contribute to an understanding of proteins lies in its

sensitivity to unstructured proteins for which crystal structures cannot be obtained. Such protein

states are encountered not only in natively unstructured proteins that are currently coming

under scrutiny for their influence on subtle biological processes, but also for partially folded or

unfolded proteins that have a well-defined native structure. This of course is important as the

mechanism by which proteins fold becomes better understood. Partially unfolded proteins are

particularly important in describing how natively-folded proteins transition from a native state to

an amyloid fibril, to be discussed further later concerning applications of VOA to supramolecular

biological structures.

Before leaving this section, we briefly mention that ROA has been applied more recently to

glycoproteins, which are otherwise more difficult to analyze because of their difficulty to crystallize.

The ROA features from the protein and the glycosylated parts of the molecule are located primarily in

different regions of the vibrational spectrum and hence their complementarity can be studied without

interference from overlap or partial undesired cancellation of ROA intensity.

10.4.4 VCD of Proteins

Themajority of published VCD spectra of proteins, both measured and calculated, have emerged over

the years from Keiderling’s laboratory at the University of Illinois, Chicago, as can seen from recent

reviews (Keiderling et al., 2006; Kubelka et al., 2009). Most of the instrumentation used for these

measurements has been based on dispersive scanning monochromators due to their stability and high

signal-to-noise ratio when components are optimized for a particular spectral window, such as the

amide I region in the mid-IR. On the other hand, Fourier transform instrumentation has advanced over

the years since FT-VCD measurements were first carried out, leaving us today at a position where

either method of VCD measurement of proteins can be used depending on which relative advantages

are most important.

It was well known that the Raman scattering spectrum of water is weak and that water is a good

solvent for biological samples such as proteins. Also, it is widely believed that water is a poor

solvent for IR measurements due to its unusually strong absorbance spectrum. While this is

generally true, if small pathlengths are used, the optimum being 6microns, excellent IR and VCD

spectra of proteins and other biological molecules can be obtained in H2O solutions. While D2O

can be beneficial in some circumstances, there are drawbacks to using D2O associated with the

prevention of contamination by H2O over the course of a measurement and incomplete or changing

deuterium exchange in the sample. The potential to obtain high-quality IR and VCD spectra for the

protein myoglobin is illustrated in Figure 10.22, where the VCD spectrum spans the entire range of

frequencies from 1800 to 1000 cm–1 (Ma et al., 2010). The capability to measure simultaneously

the VCD spectra of a protein at the amide I, II, and III bands is unique to FT-VCD instrumentation.

Kinetics can also be observed across an entire spectral range while with dispersive instrumentation

this is not possible due to a time-bias associated with the scanning of a spectrum across different

wavelengths of the spectrum.

A comparison of VA and VCD for a series of proteins that are changing gradually in secondary

structure content from high a-helix to high b-sheet is shown in Figure 10.23. Clear trends across the
frequency range from 1800 to 1400 cm–1 can be followed providing a solid foundation for VCD to be

used as a sensitive database for the prediction of secondary structure analogous to that already

established for ROA described above for Figure 10.21. VA and VCD spectra in H2O can also be

obtained in the near-IR region using FT-VCD instrumentation with appropriately changed detectors,

optical filters, and PEMs as described in Chapter 6. In the near-IR, VCD has similar sensitivity to

changes in secondary structure as that found in the mid-IR. Results analogous to those for the mid-IR

are displayed on the right side of Figure 10.23.
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Figure 10.22 Absorbance spectrum (left) from 2500 to 1000cm–1 of an aqueous solution of myoglobin
superimposed on the H2O solvent spectrum showing the exact subtraction of both spectra at 2125cm–1

corresponding to a combination band of the water spectrum. The resulting solvent corrected VA and VCD
spectra ofmyoglobin (right) over the samespectral region showing the features in the amide I, II, and III regions.
Reproduced with permission from the Society for Applied Spectroscopy (Ma et al., 2010)

Figure 10.23 Mid-IR (left) and near-IR (right) VA and VCD spectra of seven proteins that differ in structure
from high a-helix (bottom) to high b-sheet (top). Reproduced with permission from the Society for Applied
Spectroscopy (Ma et al., 2010)
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10.4.5 ROA of Viruses

An interesting and important application of ROA is its unique capability to obtain molecular-level

structural information for viruses (Blanch et al., 2002). Despite the enormous size of viruses, they are

typically comprised of a capsid shell organized in a symmetrical manner by a myriad of coat proteins.

ROA can characterize the secondary structure of these coat proteins and thereby obtain information

specific to a particular virus. Equivalent information can only be obtained usingX-ray crystallography

provided that crystals of sufficient quality of the virus can be grown, typically a lengthy process.

Further, the ROA of any viral coat protein can be classified against the database, such as that in

Figure 10.21, to gain further information about the fold family of the coat protein.

In addition, viruses contain, as an agent of infection, one or more viral RNA molecules. These

cannot be imaged by X-ray crystallography, but their ROA spectra and hence their conformational

state can be obtained by subtracting the ROA spectrum of the empty capsid from the ROA spectrum of

a capsid with the RNA component. An example of this analysis is given in Figure 10.24 for the cowpea

mosaic virus (Barron and Buckingham, 2010). The ROA of the viral RNA-2 can be compared with

Figure 10.24 Raman and ROA of cowpea mosaic virus, (c), of the empty capsid consisting of the coat
protein (top), the capsidwith viral RNA-2 (middle), andby subtraction the viral RamanandROA spectra. The
location of the coat protein on the viral shell (a) and the structure of the protein (b) are illustrated on the left.
Reproduced with permission from Elsevier Science Ltd. (Barron and Buckingham, 2010)
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RNA from other sources to confirm its identity as RNA and to discern differences between free RNA

and that located in the viral capsid (Blanch et al., 2002).

10.4.6 VCD Calculations of Peptides

Although quantummechanical VCD calculations for complete proteins have not yet been achieved,

progress toward this goal is being made. Recently, DFT calculations have been carried out for

peptides chains of up to 21 subunits by tensor transfermethods to simulate accurately the VCD in the

amide I and II regions of helical secondary structures (Kubelka et al., 2009). The tensor transfer

method involves first calculating the VA and VCD spectra of a tripeptide or pentapeptide using a

DFT model chemistry for a particular choice of secondary structure, and then extending the peptide

to 20 or so units by transferring force constants, APTs and AATs needed to recalculate the

vibrational modes of the longer peptide and to calculate the VA and VCD spectra for these new

modes. An example of this Cartesian coordinate tensor (CCT) transfer method is given for the

peptide acetyl-(alanyl)20-NH-CH3 in Figure 10.25. Here DFT calculated VA and VCD spectra with

PCM solvent corrections are presented for the right-handed a-helix and 310-helix structures and for
the extended left-handed 31-helix, which is the same as the PPII helix. The calculations capture the

essence of all three of these helices compared with the corresponding spectra of these structures

isolated experimentally. In particular, VCD can distinguish the a-helix from the 310-helix by a

change in the relative magnitudes of the amide I couplet and amide II negative band, for which the

amide I couplet is larger than the amide II band in the a-helix but this relative size reverses for the
310-helix. The PPII helix has an opposite signed amide I couplet due to the opposite handedness of

this helix. As noted above, the PPII helix hydrogen bonded towater is the local chiral structure of the

so-called random coil structure of proteins.

These calculations can be extended to include the interaction of a peptide with explicit water

molecules. The results of DFT calculations of acetyl-(alanyl)14-NH-CH3 in an a-helix conformation

without explicit water, partially-hydrated helix, and fully-hydrated helix are illustrated in Figure 10.26

for the VA and VCD spectra of the amide I0 mode (amide NH deuterated). It is clear that water has a

significant effect of the frequencies and also on the vibrational coupling in the case of the partially

hydrated a-helix. After full hydration the original VCD-couplet pattern returns with broadened

bandshape and associated lower peak intensities.

Figure 10.25 Calculated VA and VCD spectra of the peptide acetyl-(alanyl)20-NH-CH3 with a-helix (left),
310-helix, (middle) and 31-helix (PPII-type) (right) secondary structures. Reproduced with permission from
IOS Press (Kubelka et al., 2009)
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10.4.7 VCD Calculations of Nucleic Acids

The application of VOA to the study of the solution-state conformations of nucleic acids is a

promising area, despite its relative neglect compared with VOA studies of amino acids, peptides,

and proteins. An example of VA and VCD spectroscopy applied to nucleic acids is a study that

combines experimental VA and VCD measurements with DFT calculations (Andruschenko et

al., 2004). The focus of VCD studies in nucleic acids is the region of base vibrational modes above

1500 cm–1. The importance of these modes is illustrated in Figure 10.27, where calculations of

the AU base pair are compared with poly(rA)-poly(rU) in the base vibrational region. The effect of

base planarity and hydration of the AU pair can be studied prior to VA andVCD calculations of more

complex structures.

Such a complex structure is illustrated in Figure 10.28where the calculation ofVAandVCDspectra

of the double stranded octomer (rA)8-(rU)8 is comparedwith theVAandVCDspectra of poly(rA)-poly

(rU). A remarkable level of agreement across the entire range of the frequencies is found that bodes

well for future studies that use VCD to determine the conformations of RNA and DNA molecules.

10.4.8 ROA Calculations of Peptides and Proteins

Impressive progress has been achieved in recent years for the quantummechanical calculation ofROA,

which for the first time provides detailed insight into the characteristics ROA spectral features

presented above for peptides and proteins. ROA in the amide I region for model peptide structures has

been analyzed using DFT calculations and a fragment approximation for both the a-helix and PPII-

helix structures. Good correlation is found between the backbone conformation of these peptides and

previously measured ROA spectra in this region (Choi and Cho, 2009). Model calculations of the

peptide Ala21 have been carried out for thea-helix, 310-helix, and PPII-helix and the results have been
analyzed in terms of understanding the origin of the ROA of peptide and protein secondary structures

Figure 10.26 Structureswith explicit waters (left) andDFT calculated VA andVCD spectra (right) of acetyl-
(alanyl)14-NH-CH3 in an a-helix conformation without waters (top), partial waters (middle) and full
hydration (bottom). Reproduced with permission from IOS Press (Kubelka et al., 2009)
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Figure10.27 ComparisonofmeasuredVA spectra of poly(rA)-poly(rU) (bottom)with calculatedVA spectra
of the hydratedAUbase pair as non-planar (top), non-planar hydratedwith fiveH2Omolecules (next to top),
and planar with five waters (next to bottom), with the structure shown to the right. Reproduced with
permission from the American Chemical Society (Andruschenko et al., 2004)

Figure 10.28 Comparison of measured VA and VCD spectra of poly(rA)-poly(rU) with DFT calculated VA
and VCD spectra of the double-stranded octomer (rA)8-(rU)8, the structure of which is shown to the right.
Reproduced with permission from the American Chemical Society (Andruschenko et al., 2004)
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(Jacob et al., 2009). In Figure 10.29, we show a comparison between calculated a-helical Ala21, and
poly-L-alanine in different solvents. It can be seen that the calculation, even without solvent

corrections or explicit waters, captures the many the dominant ROA features associated with the

a-helix secondary structure identified empirically for proteins and polypeptides.

Figure 10.29 Comparison of DFT calculated ROA for (a) the peptide Ala21 in the a-helix conformation
with no solvent correction to themeasured ROAof a-helical poly-L-alanine in (b) dichloroacetic acid (DCA)
and in (c) 30%DCA/70%CHCl3. Reproducedwith permission fromWiley-VCHVerlagGmbH&Co. (Jacob
et al., 2009)
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Finally, we show the calculatedVOA spectrumof a protein subunit,which is also the largest structure

forwhich eitherVCDorROAhave been calculated to datewith 400 atoms (Luber and Reiher, 2009). In

Figure 10.30, we show the structure of the b-domain of rat metallothionein optimized at the level DFT/

B86/RI/TZVP. The backbone of this structure is close to the X-ray structure of rat metallothionein after

omitting the a-domain structure. Also shown in the figure is the associated calculated ROA spectrum

convolved with Gaussian bandshapes of 20 cm–1 halfwidth and individual stick intensities for each of

the normalmodes of the protein.The only secondary structure units occurring in this protein areb-turns,

and the calculations indicate that the 1100–1400 cm–1 region of theROA is diagnostic of such turns. The

experimental ROA spectrum has been published along with other proteins having native irregular folds

(Smythe et al., 2001). The comparison of the calculated and measured Raman and ROA of rat

metallothionein is shown in Figure 10.31 where an impressive level of spectral agreement is achieved.

10.4.9 VOA of Supramolecular Biological Structures

Applications of VOA to biological structures larger than individual proteins or nucleic acids have

begun to appear. VOA spectra display, under circumstances that are not yet quantitatively understood,

enhanced intensities due to supramolecular assemblies of biomolecules. These applications of VOA

differ from those previously discussed, even the ROA application to the coat proteins of viruses,

because VOA intensities from supramolecular chiral structures are typically one to two orders of

Figure 10.30 The DFT/B86/RI/TZVP optimized structure of the b-domain of rat metallothionein (top)
with the corresponding calculated ROA convolved with 20 cm–1 halfwidth Gaussian bandshapes (left)
and the corresponding ROA stick intensities (right) showing the contribution of each calculated normal
mode of the protein. Reproduced with permission from the American Chemical Society (Luber and
Reiher, 2009)
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magnitude larger, relative to their parent VA or Raman spectrum, than ordinary VOA intensities. This

enhancement is both intriguing and exciting owing to the difficulty of studying supramolecular

structures at the molecular level and the relative ease with which these spectra can be measured.

10.4.9.1 VOA of Bacteria Flagella

An example of observations of supramolecular biological chirality is the ROA spectrum of the

flagellar filament from Salmonella bacterium. The flagellar filament is an assembly of proteins that

protrudes from the back of the bacterium and when rotated by an internal molecular motor propels

the bacterium through its aqueous biological environment. The filaments can be isolated in three

forms, L-type, Normal, andR-type (Uchihayama et al., 2006). As shown in Figure 10.32, the filaments

are comprised of 11 rows of proto-filaments, which in turn are comprised of individual flagellin

proteins. Flagellin has a molecular weight of 51.5 kDa with 494 amino acid residues. The filaments

are either straight with a left (L-type) or right (R-type) twist of the rows or the entire filament (Normal)

can assume a curled morphology. When ROA spectra of these filaments are measured, the L-type

shows an extraordinary level of enhancement whereby a strong ROA spectrum is obtained with only a

few seconds of instrumental exposure time (Uchiyama et al., 2008). The ROA spectrum of the L-type

filament shown in Figure 10.32 is approximately only two orders of magnitude smaller than the

parent Raman spectrum. The enhanced ROA spectrum is lost if the filament sample is heated or

sonnicated resulting in a breakup of the supramolecular structure. Normal ROA spectra of flagellin

can still be obtained after heating or sonnicating the filaments. Enhanced VCD has also been observed

with different sample preparations for both the L-type and the R-type, but as with ROA, no

enhancement of the Normal type was observed. At this stage, it is assumed that the straight type

filaments, and in particular the L-type, can aggregate into some large chiral supramolecular assembly

Figure 10.31 Comparison of the aqueous solution experimental Raman and ROA (left) andDFT calculated
RamanandROAspectra (right) of theb-domain of ratmetallothionein. Reproducedwith permission from the
American Chemical Society (Luber and Reiher, 2009)
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of filaments, possibly a type of protein fibril that produces the enhanced ROA and VCD. Further

research is needed with ROA and VCD measurements carried out for the same samples at the same

time to resolve more fully the unanswered questions associated with this interesting VOA enhance-

ment mechanism.

10.4.9.2 VCD of Protein Fibrils and Other Supramolecular Assemblies

We next consider the exciting and intriguing phenomena of enhanced VCD in protein peptides

and fibrils. As background to this section, it has been observed for many years that occasionally

very large VCD intensities are observed in the measurement of spectra. Initial reaction to these

occurrences were to assume that something undesirable had happened to the sample, that

aggregation had occurred, and that the measurements were of no value. In some cases this

assumption may have been correct if the corresponding IR spectrum changed dramatically or if

the sample had become opaque or cloudy. Protein samples, for example, can aggregate, cause

high levels of scattering, and precipitate as solid particles from solution. However, more recently

it has been noticed that under certain circumstance proteins and other biomolecules can

aggregate, or assemble, into supramolecular structures that remain in solution without a

significant change in the VA spectrum. The solution may become viscous or gel-like, but the

sample is still viable and can be studied systematically and reproducibly. Furthermore, recently

theoretical efforts to model extended supramolecular structures have shown strong indications

that a detailed understanding of the phenomenon of enhanced protein fibril VCD may be achieved

(Measey and Schweitzer-Stenner, 2011).

Enhanced VCD was reported for the first time for amyloid fibrils of lysozyme and insulin

(Ma et al., 2007). Although the VCD of these proteins in their native folded state was different,

their enhanced VCD after fibrils formed showed VA and VCD bands at the same locations differing

only in relative magnitude but not in sign. The spectral signature of the enhanced VCD from fibrils in

Figure 10.32 Proposed structure of L-type, Normal, and R-type flagellar filaments. Small spheres depict
individual flagellin proteins that align to form11 rows of proto-filaments in eachfilament. Enhanced ROA for
(a) the L-type filaments is destroyed by heating (b) with no noticeable change in the Raman spectrum.VCDof
various sample preparations in a different location showed the sameenhancement for both the L-type (A) and
R-type filaments (B) but not of the Normal type (C) filament. Reproduced with permission from Elsevier
Science Ltd (Uchiyama et al., 2008)
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the amide I region is two positive bands to high frequency near 1675 and 1650 cm–1, a strong

negative VCD band near 1625 cm–1, and two weaker positive bands near 1595 and 1555 cm–1.

Overall this pattern of five bands spans the traditional amide I and II frequency range. There are a

variety of different conditions that induce fibril formation, but for these proteins, lowering the pH

to near 2.0 followed by heating at 65 �C led to fibril formation and development. The VA and VCD

spectra of both lysozyme and insulin in their native and fibril forms are shown in Figure 10.33. The

amyloid fibrils were sampled as a gel phase after centrifugation and the VCD of the supernatant

containing partially denatured prefibrillar proteins was measured for comparison to the native

VCD spectrum, which, in each case, is also shown on an enlarged scale for greater clarity. Also

shown in the figure is a sample of insulin that was heated at 65 �C at pH 2 for 45min and then

placed in the VCD spectrometer to monitor the growth and development of the fibrils with time.

VCD is the only known technique that can follow the kinetics of fibril growth and development in

solution with this level of stereo-sensitivity. Changes can also be followed by FT-IR spectroscopy,

which were also obtained with VCD measurements, but the changes are relatively small and less

varied by comparison.

More recently, a second remarkable findingwas published showing that by careful control of the pH

of the incubating solution, the sign of the supramolecular fibril VCD spectrum could be reversed as

shown in Figure 10.34 (Kurouski et al., 2010). Because VCD is a sensitive direct probe in the solution

of the supramolecular chirality of fibrils, the reversal of sign of the VCD could only mean that the

supramolecular chirality of the majority population of insulin fibrils present had a reversed helical

form. It was found that fibrils incubated at below pH 2.1 exhibited reversed signed VCD compared

with the normal fibrils grown at pH 2.4 and above. Reversed fibrils of insulin incubated at low pH do

not show as large a VCD over time as do the normal fibrils. This led us to propose a mechanism of

formation and development illustrated in Figure 10.34. Here the sense of helicity is established at the

proto-filament stage depending on the pH and incubating conditions, and subsequently normal fibrils

develop to a more mature stage than do reversed fibrils. Further research will be required to establish

whether this proposed mechanism is correct.

Figure 10.33 VA and VCD spectra of lysozyme (left) and insulin (middle) as native aqueous solutions,
prefibrillar supernatant solutions, and fibril gel phases. The kinetics of insulin fibril formation and
development in solution without centrifugation are shown on the right: A, 1.5; B, 3; C, 7; D, 9; and E,
11 h. Reproduced with permission from the American Chemical Society (Ma et al., 2007)
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10.4.9.3 VCD of Spray-Dried Films

Unusually enhanced VCD has also been observed in spray-dried films of all the amino acids and

some ionic forms of pharmaceutical molecules (amine salt solutions)where enhancement factors have

been observed approaching 100 for some bands with little or no change in the VA spectrum relative to

a standard solid-phasemull sample of the samemolecule. As an example, the VA andVCD spectra for

a spray-dried film of L-alanine film are shown in Chapter 8 for the measurement of solid-phase VCD,

Figure 8.10 (Lombardi, 2011). Spray-dried films showing this property can be grown either from an

aqueous salt solution, as shown, or from a salt-free solution with equal levels of VCD enhancement.

The enhancement of theVCD in these cases is thought to arise from a chiral stacking offlat crystals that

grew in two-dimensions as the spray dried on the optical surface, instead of in three dimensions from

solution as is the case for normal crystalline L-alanine.

10.4.9.4 VCD of Other Biological Structures

Enhanced VCD is now emerging as a more wide-ranging phenomenon for both biological and other

types of molecules. Large VCD has been observed been observed at Syracuse University in

oligopeptides of gluatamine (Q) only when the number of Q-residues is beyond 30. This correlates

with studies that link the presence of large poly-Q tails on certain proteins to the occurrence offibrils in

Huntington’s disease (Sharma et al., 2005). As mentioned earlier in this chapter, interesting examples

of supramolecular chirality in biological molecules have been observed by Urbanova and co-workers,

particular examples of which include supramolecular guanosine quartet assemblies (Stetincka

et al., 2006) and molecular associations of the of vitamin molecule, biotin, when they complexes

with silver (I) ions (Goncharova et al., 2010).

10.5 Future Applications of VOA

We conclude this chapter with a few thoughts regarding the future of VOA applications. Inmanyways

the future is now.New papers onVCDandROAare appearing at a rate thatmakes it difficult to keep up

with themany advances that are occurring. As mentioned previously, the last decade or so has seen the

emergence of VOA from two prior decades of early development in the areas of instrumentation,

theory, computation, and application into a new era dominated by applications. The trigger for this

Figure 10.34 Mirror symmetry of the VCD spectra of insulin in the solution and dry film state for fibrils
prepared at pHat or above 2.4, normal, or at or below2.1, reversed, for incubation at 65 �C for 1 h (left) and a
proposedmechanismof formationanddevelopment. Reproducedwithpermission fromTheRoyal Societyof
Chemistry (Kurouski et al., 2010)
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emergence has been the availability of both commercial instrumentation for themeasurement of VCD

and ROA coupled with the availability of commercial software for VOA calculation using primarily

density function theory. The real power of VCD is realized when measured and calculated VOA

spectra are brought into juxtaposition for the extraction of detailed stereochemical and conformational

information. The degree of agreement achievable is truly remarkable and foretells a future of

continued growth in the sophistication of instrumentation, measurements, calculations, and applica-

tions of VOA. The future is bright as computers continue to become increasingly powerful,

instrumentation becomes more varied and reliable, and applications are extended to varieties of

biological and medical problems, many of which cannot be anticipated at this time.

The intrinsic value of VOA beyond its stereo-sensitivity, absent in non-chiral spectroscopic

methods, is its capability for extracting information from solutions, solids, films, and diverse

biological environments. It is likely that, based on work currently in progress, the field of VOA

microscopywill emerge in the near future from the combination ofVOA instrumentationwith infrared

and Raman microscopy. Another emerging frontier is time resolution. Here, it has been recently

demonstrated that the VCD can be measured with femtosecond pulses using novel approaches for

measuring the difference in IR intensities betweenRCPandLCP radiation states.Yet one other frontier

nowemerging is that of biomedical applicationswhereROAandVCDboth showpromise for shedding

light on the structures of proteins related to the onset and development of neurodegenerative and other

types disease. What applications beyond these will emerge in the coming years is anyone’s guess.

What does seem certain is that the techniques ofVCD andROAwill eventually be adopted as universal

fundamental techniques of great incisiveness and utility for the investigation of properties of matter at

the molecular level, the so-called nanoscale regime and beyond.
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Appendix A

Models of VOA Intensity

In this first Appendix we present and describe the simplest of the models of VOA intensity as a

conceptual supplement to the formal expressions of the theory ofVCD andROApresented inChapters

4 and 5. These model descriptions appear here in an appendix rather than in the main body of the

chapter because they are simply no longer used quantitatively to interpret VOA intensities, having

been replaced by far more accurate quantum mechanical calculations. Nevertheless, they retain an

intrinsic value in thinking about the origin of VCD intensities and where large intensities might be

encountered. A comprehensive theoretical description of the various models of VCD intensities was

published a number of years ago (Freedman and Nafie, 1994). A number of models of ROA have also

been developed, but they have found even less use than those for VCD in the interpretation of ROA

features in molecules. We will also briefly discuss the ROA models and refer the interested reader to

their description in books and the literature. Before we begin a description of the models, we first

present a short back-of-the-envelope calculation of themagnitude ofCD intensity relative to the parent

absorption intensity.

A.1 Estimate of CD Intensity Relative to Absorption Intensity

In this section we consider an extremely brief description of the ratio of CD intensities to the

corresponding absorption intensities, also known as anisotropy ratio, g. By considering a simple

heuristic expression for this ratio, we can understand why VCD intensities are smaller by an order of

magnitude or more than both ECD and ROA intensities.

Circular dichroism intensity is given by the rotational strength, R, while the associated absorption

intensity is given by the dipole strength, D. In the simplest of terms we can write

R ¼ Imm �m D ¼ mj j2 ðA1Þ

wherem is the electric dipole transitionmoment andm is the correspondingmagnetic dipole transition

moment. We can form simple expressions for these moments by writing

m ¼ er m ¼ e

2mc
r� p ðA2Þ
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We now form the anisotropy ratio, given in Equation (3.53) by writing

g ¼ 4R

D
¼ Imm �m

mj j2 ¼ e2Im r � r� pð Þ=2mc
e2 r � rð Þ ðA3Þ

Converting the momentum operator into a position operator using a quantum mechanical

identity we have

p ¼ ivmr ðA4Þ

g � Im imvr3cos usin’ð Þ=2mc
r2

� rn

c
¼ r

l
ðA5Þ

wherev ¼ 2pn, u is the angle in the scalar (dot) product ofm andm, and ’ is the angle in vector (cross)

product of r and p in the expression form in Equation (A2). The final result is that a general estimate of

themagnitude of the CD relative to the parent absorption is roughly the ratio of the spatial extent of the

transition, r, divided by thewavelength, l, of the radiation involved. One, for example, could compare

the g-values for the ECD of a carbonyl p� p� transition at 200 nm with the VCD of a C¼O carbonyl

stretching mode near 2000 cm–1 or 5000 nm. We can take the spatial extent of the transition to

approximately 1 nm for a carbonyl moiety and with a similar chiral environment, the g-value is 1/200,

or 5� 10�3, for the ECD band while the g-value for the VCD is 1/5000, or 25 times smaller at

2� 10�4. The same type of argument applies for ROA, although here more factors need to be

approximated. For excitation near 500 nm, one predicts the ratio of ROA to Raman intensities to be

about an order of magnitude larger than the VCD to VA intensity ratio. It is valuable to keep in mind

that optical activity magnitudes scale inversely with the wavelength, which is why terahertz and

microwave CD intensities are predicted to be smaller than VCD intensities, and why there is little

hope for direct detection of difference in NMR intensities for LCP and RCP radio-wave radiation.

A.2 Degenerate Coupled Oscillator Model of Circular Dichroism

The first and conceptually simplest model of VCD intensities was published in advance of the

experimental discovery of VCD and gave impetus to its observational search (Holzwarth and

Chabay, 1972). The model holds equally well for electronic transitions where it is known as the

exciton coupling model. The model is based on two identical electric dipole transition moments, m1

and m2, which are separated from one another and twisted in orientation so they do not lie in the same

plane, otherwise they do not constitute a chiral structure and their CD is zero. The separation vector,

R12 ¼ R0
2 �R0

1, connects the two transition moments where R0
1 and R0

2 are the location of their

connection points, which aswe showbelowmay be at any location along the transitionmoment vector.

For separations that are not too distant, the two oscillators will couple energetically and oscillate

coherently either in-phase ðþÞ or out-of-phase ð�Þ according to the expression

m� ¼ 1ffiffiffi
2

p m1 � m2ð Þ ðA6Þ

The oscillators are no longer independent and result in two absorption bands that in general have

intensities not equal to one another given by:

D� ¼ m��� ��2 ¼ 1

2

� �
m1 � m2j j2 ðA7Þ
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These two absorption bands are shifted in transition energy relative to one another by an amount

proportional to the square of the transition moment and by their relative orientation according to:

E� ¼ m1 �m2

R3
12

� 3 m1 �R12ð Þ m2 �R12ð Þ
R5
12

ðA8Þ

If the two oscillators are perpendicular to their separation vector,R12, the second term is zero, and R12

is the scalar length of this vector. The sumof the dipole strengths of the two coupled transitions is equal

to the sum of the dipole strengths of the individual transition-dipole moments as:

DT ¼ Dþ þD� ¼ m1j j2 þ m2j j2 ðA9Þ

Hence, the total intensity of the two oscillators does not change because of their coupling.

Wenext consider the coupled oscillator expression for themagnetic-dipole transitionmoment.Here

we add a feature to generalize the model slightly by allowing a local intrinsic magnetic-dipole

transition moment, m1 and m2, to be associated with each oscillator in addition to the expression

involving the electric-dipole transition moments. This gives the magnetic-dipole analogue of

Equation (A6)

m� ¼ 1

2c

1ffiffiffi
2

p R0
1 � _m1 þ 2cm1

� �� 1ffiffiffi
2

p R0
2 � _m2 þ 2cm2

� �2
4

3
5

¼ 1

2c
ffiffiffi
2

p R0
1 � _m1 � R0

2 � _m2

� �þ 1ffiffiffi
2

p m1 �m2ð Þ
ðA10Þ

The dot above the electric dipole moment signifies the velocity form of the transition dipole moment.

Similar to Equation (A9), we can convert to the position form by:

_m ¼ ivm ðA11Þ

We can now form the couple oscillator expression for the rotational strength as:

R� ¼ Im m� �m�� � ðA12Þ

Substituting Equations (A7) and (A10) we have

R�
a ¼ Im

1ffiffiffi
2

p m1 � m2ð Þ � iv

2c
ffiffiffi
2

p R0
1 � m1 � R0

2 � m2

� �þ 1ffiffiffi
2

p m1 �m2ð Þ
2
4

3
5

2
4

3
5

¼ v

4c
m1 �R0

2 � m2 � m2 �R0
1 � m1

� �þ 1

2
Im m1 � m2ð Þ � m1 �m2ð Þ½ �

¼ v

4c
	R0

2 �m1 � m2 � R0
1 �m1 � m2

� �þ 1

2
Im m1 �m1 þm2 �m2ð Þ � 1

2
Im m1 �m2 þm2 �m1ð Þ

ðA13Þ

The first term is the electric-dipole coupled oscillator term followed by the rotational strengths

from each local oscillator, and finally rotational strength involving in- and out-of-phase of cross

Appendix A 337



terms of the intrinsicmagnetic-dipolemoments. Amuch simpler expression is obtained if we combine

the two electric-dipole terms and assume that the intrinsic magnetic-dipole transition moments

are zero,

R� ¼ 	 v

4c
R0

2 �R0
1

� � �m1 � m2 ¼ 	 v

4c
R12 �m1 � m2 ðA14Þ

This equation states that in the absence of local magnetic-dipole transition moments, the rotational

strengths of the in-phase and out-of-phase transitions are equal and opposite, even though their

underlying parent absorption intensities are not equal. In particular the sum of the rotational strengths

of the two coupled transitions is zero, namely

RT ¼ Rþ þ R� ¼ 0 ðA15Þ

This simply means that in the absence of a coupling of the two electric-dipole transition moments,

they oscillate independently and have zero CD. Further, if the coupling energy is non-zero but

vanishingly small, the degenerate oscillators will still couple but their transitions will overlap and

effectively cancel.

These coupled oscillator equations can be generalized to more than two coupled oscillators. In the

limit of very large numbers of oscillators this leads to coupled-oscillator or exciton CD descriptions of

polymers or solids. A characteristic of such descriptions is that N oscillators gives rise to N coupled-

oscillatormodes that are distinguished byN orthogonal sets of coupling coefficients. In the case of only

two oscillators considered above, the two normalized, orthogonal coupling coefficients are just

�1=
ffiffiffi
2

p
, as can be seen for example in Equation (A6). Another important characteristic of and N-

coupled oscillator theory is that the sum of the rotational strengths over all the transitions is zero. Such

sets of rotational strengths are said to be conservative when the sum of all rotational strengths is zero.

The expressions given above apply to any type of coupled electric-dipole (and magnetic-dipole)

transition moment. They can be adapted more directly to vibrational transitions following the

formalism of Chapters 2 and 4 by writing the transition moments as expansions in vibrational normal

mode coordinates and evaluating the coordinate Qawith vibrational matrix element as

mffiffiffi
2

p Y
@m

@Qa

� ��
fg1jQa fg0

�� 	 ¼ ma

�h

2va

� �1=2

ðA16Þ

This gives the following expressions for the degenerate coupled oscillator dipole and rotational

strengths for coupled vibrational modes labeled a,

D�
a ¼ �h

2va

� �
ma;1 � ma;2

�� ��2 R�
a ¼ 	 �h

4c
R12 �ma;1 � ma;2 ðA17Þ

Wewill encounter analogues of these expressions when we consider the fixed partial charge model in

the next section.

A.3 Fixed Partial Charge Model of VCD

The next model of VCD to be published was the fixed partial charge (FPC) model (Schellman, 1973). In

thismodel, the roleof the electrons during thevibrationalmotion is relegated to simply reducing thevalue

of the nuclear charge by a fixed amount such that only a fractional charge, either positive or negative,
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is associated with each nucleus in the molecule. The model is therefore exactly the same form as the

nuclear contribution to the full theoretical description of VCD. There is no restriction on the type of

molecule or type of transition that can be described by the model.

We begin by writing first an expression for VA intensity in terms the dipole strength from

Equation (4.1)

Da
r;g1;g0 ¼

@ mh i
@Qa

� �
Qa¼0

fa
g1jQajfa

g0

D E�����
�����
2

¼ �h

2va

� �
@ mh i
@Qa

� �
Qa¼0

�����
�����
2

ðA18Þ

We note the close resemblance of this expression to that in Equation (A17). The electric-dipole

transition moment can be written in terms of S-vectors, defined in Equation (2.81), as:

@ mb

D E
@Qa

0
@

1
A

Q¼0

¼
X
J

@ mb

D E
@RJ;a

0
@

1
A

R¼0

SJa;a ¼
X
J

PJ
r;abSJa;a ¼

X
J

zJeSJb;a ¼
X
J

zJedabSJa;a

ðA19Þ

Here Cartesian tensor notation is used with summation of x, y, and z for each repeated Greek subscript,

dab is the Kroneker delta function, zJ is the fixed partial charge on nucleus J, and the S-vectors are

defined as:

SJa;a ¼ @RJa

@Qa

� �
Q¼0

¼ @ _RJa

@ _Qa

� �
_Q¼0

¼ @ _RJa

@Pa

� �
P¼0

ðA20Þ

The dipole strength can now be written first using Cartesian tensor notation and then vector notion as:

Da
r;g1;g0 ¼

�h

2va

� �
@ mh i
@Qa

� �
Qa¼0

�����
�����
2

¼ �h

2va

� �X
J;J0

zJzJ0e
2SJb;aSJ 0b;a

¼ �h

2va

� �X
J;J0

zJzJ0e
2SJa �SJ0a ¼ �h

2va

� �X
J;J0

mJa �mJ0a ðA21Þ

where a fixed partial charge dipole moment is defined as:

mJa ¼ zJeSJa ðA22Þ

The last expression in Equation (A21) reduces to the dipole strength expression for the coupled

oscillator model given in Equation (A17) if only two nuclear motions are considered.

The corresponding rotation strength is given from Equation (4.2) by:

Ra
r;g1;g0 ¼ Im

@ mh i
@Qa

� �
Qa¼0

� @ mh i
@Pa

� �
Pa¼0

fa
g0

D ���Qa fa
g1

��� E
fa
g1

D ���Pa fa
g0

��� E" #

¼ �h

2

� �
@ mh i
@Qa

� �
Qa¼0

� @ mh i
@Pa

� �
Pa¼0

" #
ðA23Þ
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Applying the FPC model to the magnetic-dipole transition moment we have

@ mb

� 	
@Pa

� �
Pa¼0

¼
X
J

@ mb

� 	
@ _RJ;a

 !
_R¼0

SJa;a ¼
X
J

MJ
abSJa;a ¼

X
J

zJe

2c
«abgR

0
JgSJa;a ðA24Þ

Again this expression is the same as the nuclear contribution to the magnetic-dipole transition except

for the partial nuclear charge, zJ , instead of the full nuclear charge ZJ . The rotational strength can be

written as a double sum over all nuclei to give

Ra
r;g1;g0 ¼

�h

4c

� �X
J;J0

zJzJ0e
2«abgR

0
JgSJa;aSJ0b;a ¼

�h

4c

� �X
J;J 0

zJzJ 0e
2R0

J �SJa � SJ0a ðA25Þ

By restricting the double summation to J > J0, the contribution from each pair of nuclei is considered

only once. Combining terms for J < J0 with those for J > J0 by using the identity

mJa � mJ0a ¼ �mJ0a � mJa and definition, R0
J;J0 ¼ R0

J �R0
J0 , we can write Equation (A25) as:

Ra
r;g1;g0 ¼

�h

4c

� �X
J>J0

R0
J;J0 �mJa � mJ 0a ðA26Þ

This equation takes the same form as the coupled oscillator rotational strength in Equation (A17). This

demonstrates vividly two things. Firstly, the FPC model consists of the same basic physics as the

coupled oscillator model. In fact, it has the same form as the generalization of the coupled oscillator

model to 3N–6 oscillators whereN is the number of atoms and 3N–6 is the number of coupled degrees

of vibrational freedom in the molecule. Secondly, because the sum of the coupled oscillator rotational

strengths is zero, the same is true of the FPC model of VCD. In this case the coupling is supplied by

the bonds in the molecule and is the same coupling that leads to the formation of the normal modes

of vibration.

A.4 Localized Molecular Orbital Model of VCD

The nextmodel to be developed for the description ofVCD intensity, and the first quantummechanical

description ofVCD intensity, is the localizedmolecular orbital (LMO)model (NafieandWalnut, 1977;

Walnut and Nafie, 1977). This model has two distinct derivations, although one of them is simpler and

most often cited (Nafie andWalnut, 1977). The LMOmodel can be viewed as an extension of the FPC

model. Instead of localizing, as a fixed value, the total electronic charge of an atom in amolecule at the

nucleus of that atom, thereby reducing its charge to some partial charge value, zJ , the molecular

orbitals of a molecule are first localized and the centroids of charge of these LMOs are taken to be the

locations of charge. For inner shell LMOs, the centroids are effectively at the nuclear centers, but for

the valence LMOs, the centroids correspond to bonding orbitals and lone pairs. When a molecule

vibrates, the S-vectors describe the direction and magnitude and the direction of each nuclear

displacement is a given normal mode. To apply the LMO model, a quantum chemistry program is

applied to find the magnitude and direction of the corresponding displacements, or s-vectors, of the

centroids of the LMOs of the molecule. The LMO model then has two types of contribution: a full

nuclear contribution of the same form as the FPC model except with full nuclear charges, ZJ , and an

electronic contribution of a similar form but with charge –1 for each electron, k, represented by

centroid of its LMO. The dipole strength is written where the first summation over J is for the nuclear
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terms and the second summation over k is for the LMO terms:

Da
r;g1;g0 ¼ �h

2va

0
@

1
A X

J

zJeSJa �
X
k

eska

" #2

¼ �h

2va

0
@

1
A X

J;J0
zJzJ0e

2SJa �SJ0a þ
X
k;k0

e2ska �sk0a � 2
X
J;k

zJe
2SJa �ska

" # ðA27Þ

Because the dipole strength involves the square of the full transitionmoment, three terms are present, a

pure nuclear term, and pure LMO term, and a cross term. The corresponding expression for the

rotational strength is given by:

Ra
r;g1;g0 ¼

�h

4c

� � X
J>J 0

zJzJ0e
2R0

J;J0 �SJa � SJ 0a þ
X
k>k0

e2r0k;k0ska � sk0a

"

�
X
J;k

zJe
2 R0

J � r0k
� � �SJa � ska

#
ðA28Þ

The pure nuclear and the pure LMO terms take the same form as the coupled oscillator and FPC

rotational strengths and hence they are a conservative theorywith rotational strength contributions that

sum to zero over all vibrational transitions. On the other hand, the mixed nuclear–LMO terms do not

have this form and are not restricted by this sum rule. An example of the greater flexibility of the LMO

mode compared with the FPCmode has been published for the CH-stretching modes of L-alanine-Nd3
where that LMOmodel is able to predict the large positive intensity bias in this region (see Figure 10.20)

due primarily to the methine C�H-stretching mode (Freedman et al., 1982).

A.5 Ring Current Model and Other Vibrational Electronic
Current Models

Models of VCD not based on a quantum mechanical calculation, such as the LMO model just

described, all lead to a prediction of conservative VCD intensity over the range of vibrational modes

that couple local motions. This is certainly true for the coupled oscillator model and its extensions of

multiple coupled pairs of oscillators, either as coupled oscillators or as coupled fixed partial nuclear

charges in the FPC model. For a spectral region, such as the hydrogen-stretching region, the CO and

FPC models each predict that the sum of the VCD intensities add to zero. Gross violations of this

prediction, referred to as intensity bias, obviously call for some type of extension of these models. The

first, and perhaps simplest of such extensions is the ring current model first described to explain the

large positive intensity bias in the CH-stretching VCD spectra of all the naturally occurring L-amino

acids (Nafie et al., 1983). The concept behind the ring-current model is akin to the one-electron model

of electronic CD intensity, namely electronic motion in an arc or along a ring coupled with linear

chargemotion perpendicular to a ring is itself a source of CD orVCD intensity. These twomotions can

be embodied in one motion for electronic charge moving along a helical trajectory as pictured in

Figure 4.1. SuchCDorVCD intensity is completely biased and not balanced anywhere by an equal and

opposite VCD intensity and thus is a conceptual way around the restrictions of the CO and FPC

models. The ring-current model was subsequently formalized and extended to other types of

molecules as a conceptual mechanism with proposed rules to allow its application to a variety of

stereochemical analyses (Nafie and Freedman, 1986). As mentioned in Chapter 1, the ring
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current mechanism, as well as most other models of VCD intensity, fell out of use because of the

emerging success of the ab intioVCD calculations and the occurrence of a violation of the prediction

of the ring-current mechanism when compared with detailed quantum chemistry calculations

(Bursi et al., 1990). A summary of current density models of VCD has been published (Nafie and

Freedman, 1990) that includes the so-called charge-flowmodels that added current-density flow along

bonds to supplement the FPC model (Abbate et al., 1981; Moskovits and Gohin, 1982).

A.6 Two-Group and Related Models of ROA

Avariety of models of ROA intensity have been proposed, in particular the simple two-group model

(Barron and Buckingham, 1975), the methyl torsion model (Barron and Buckingham, 1979), the

perturbed generate oscillator model (Barron and Buckingham, 1975), the atom-dipole interaction

model (Prasad and Nafie, 1979), the bond-polarizability model (Barron et al., 1986), and the

relationship of the bond polarizability model to the vibronic coupling theory of ROA (Escribano

et al., 1987). A detailed description of many of these models has been recently summarized

(Barron, 2004). Of these we describe briefly the simple two-group model due to its fundamental

nature. The two-group model plays a similar conceptual model for ROA akin to the degenerate

couple oscillator model of VCD. Rather than lay out the entire features we describe the construction of

the two-group model in terms of the polarizability aab and the magnetic dipole optical activity tensor,

G0
ab. Here, if the molecule can be regarded as consisting of two groups, such as a dimer molecule, then

we can write the following approximate expressions

aab ¼ a1ab þa2ab ðA29Þ

G0
ab ¼ G0

1ab þG0
2ab � 1

2
v«bgdR12a2ab ðA30Þ

We can see the similarity of the two-group model to the coupled oscillator model by comparing these

equationswith those for the electric dipole andmagnetic dipolemoments inEquations (A6) and (A10).

However, the two-group model differs significantly from the coupled oscillator model in that the two

groups do not need to interact to exhibit ROA intensity. Scattering provides a direct mechanism for

ROA not present for VCD. The two-group model can be generalized and extended to a bond

polarizability model of ROA that is somewhat akin to the FPC and LMO models of ROA. More

recently, with the advent of accurate quantum chemistry calculations of ROA using TDDFT, the need

for models, even conceptually, seems to have diminished to the point of near absence of use.
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Appendix B

Derivation of Probability and Current
Densities from Multi-Electron
Wavefunctions for Electronic
and Vibrational Transitions

The purpose of this Appendix is to support the presentation of electron current density in molecules in

Chapters 2, 4, and 9 along with a parallel and more familiar quantity is the concept of electron

probability density, the absolute square of themolecular wavefunction. One goal of this Appendix is to

make clear howmulti-electron probability and current density is converted into density functions that

depend essentially on a single electron and its unique dependence in the Cartesian coordinate space of

the molecule. A second goal is to show again, more carefully, how the conservation of probability

density unites at each point in the space of themolecule changes in electron probability with timewith

the flowof current density into or out of that point. For vibrational transitions the changes in probability

density with time is a Born–Oppenheimer property, while the gradient of the vibrational transition

current density is inherently a non-Born–Oppenheimer property. A more detailed description of

transition current density in molecules has been published first in general (Nafie, 1997a) and then for

pure electronic (Freedman et al., 1998) and pure vibrational transitions (Freedman et al., 1997).

Subsequently applications involving vibrational transition current density maps were published

(Nafie, 1997b; Freedman et al., 2000a; Freedman et al., 2000b).

B.1 Transition Probability Density

We begin expressing the time dependence of the exact wavefunction of a molecule in state n as an

explicit function of the electron coordinates of the molecule, ri, the nuclear coordinates subsumed

under a single coordinate, R, and time,

~Yn r1; r2; . . . . . . rN ;R; tð Þ ¼ Yn r1; r2; . . . . . . rN ;Rð Þexp�iEnt=�hð Þ ðB1Þ

Vibrational Optical Activity: Principles and Applications, First Edition. Laurence A. Nafie.
� 2011 John Wiley & Sons, Ltd. Published 2011 by John Wiley & Sons, Ltd.



This wavefunction satisfies the time-dependent Schr€odinger equation

i�h@ ~Yn r1; r2; . . . . . . rN ;R; tð Þ
@t

¼ H ~Yn r1; r2; . . . . . . rN ;R; tð Þ ðB2Þ

Conversion to the time-independent Schr€odinger equation is easily obtained by carrying out the

derivative on the left side of the equation with respect to time to yield

i�h�iEn=�hð ÞYn r1; r2; . . . . . . rN ;Rð Þexp�iEnt=�hð Þ ¼ HYn r1; r2; . . . . . . rN ;Rð Þexp�iEnt=�hð Þ
ðB3Þ

Cancelling common factors within and on each side of this equation gives the starting equation of

Chapter 2, Equation (2.3), namely the familiar time-independent Schr€odinger equation of the

molecule in state n

HYn r1; r2; . . . . . . rN ;Rð Þ ¼ EnYn r1; r2; . . . . . . rN ;Rð Þ ðB4Þ

For simplicity in expressions below we re-write Equation (1) using the relationship that the state

frequency is related to the state energy by vn ¼ En=�h, which gives

~Yn r1; r2; . . . . . . rN ;R; tð Þ ¼ Yn r1;r2; . . . . . . rN ;Rð Þexp�ivntð Þ ðB5Þ

Note that the tilda above the time-dependent wavefunction on the left designates a complex quantity

and we assume that the time-independent wavefunction is in a steady state and is real.

We now form the expression for full multi-electron probability density of the molecule:

~rn r1; r2; . . . . . . rN ;R; tð Þ ¼ ~Y*

n r1; r2; . . . . . . rN ;R; tð Þ~Yn r1; r2; . . . . . . rN ;R; tð Þ
¼Y2

n r1; r2; . . . . . . rN ;Rð Þ ¼ rn r1; r2; . . . . . . rN ;Rð Þ ðB6Þ

Here we note the probability density at the end of this equation is both real (no super-tilda) and time

independent. This is because the complex conjugate changes the signs of all imaginary quantities thus

cancelling the exponential time dependence of the two wavefunctions.

The one-electron probability density can be obtained from the full multi-electron probability

density by integrating over all electron coordinates except that of electron 1,

rn r1ð Þ ¼
ð
Y2

n r1; r2; . . . . . . rN ; Rð Þdr2; . . . . . . drN ; dR ¼ Y2
n r1ð Þ ðB7Þ

Integration over the nuclear coordinates is also carried out for simplicity of notation but could be

retained if desired. If we now equate the position coordinate of electron 1 with the general space of the

molecule without reference to a particular electron we have

rn r; tð Þ ¼ ~Y*

n r; tð Þ~Yn r;tð Þ ¼ Y2
n rð Þ ¼ rn rð Þ ðB8Þ

We conclude that amolecule in a single steady state, n, has a time independent probability density and,

as we shall see, no current density.

We now introduce a time-dependent wavefunction that we call a transition-state wavefunction as it

is a linear combination of two time-dependent wavefunctions, one for state n and one for state m,
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~Ynm r; tð Þ ¼ cn ~Yn r; tð Þþ cm ~Ym r; tð Þ ðB9Þ

This wavefunction is appropriate for a molecule under the influence of an external perturbation by for

example a radiation field that leads to a transition between the states n andm, and the coefficients cn and

cm describe the degree to which the wavefunction belongs to each of these states. We next define a

transition probability density

rnm r; tð Þ¼ ~Y*

nm r; tð Þ~Ynm r; tð Þ
¼ c2nY

2
n rð Þþ c2m

~Y2

m rð Þþ cncmYn rð ÞYm rð Þ eiðvn �vmÞt þ e� iðvn �vmÞt� �
¼ c2nrn rð Þþ c2mrm rð Þþ 2cncmQnm rð Þcosvnmt ðB10Þ

Here, the time dependence of the wavefunctions in Equation (B5) cancels as before for the first two

pure state terms but does not cancel for the two cross-terms between states. We also define the

transition frequency as vnm ¼ vn �vm and more importantly define the time-independent transition

probability density (TPD) function Qnm rð Þ as:

Qnm rð Þ ¼ Yn rð ÞYm rð Þ ðB11Þ

The TPD represents that part of the probability density which oscillates in time at the transition

frequency for a molecule (or atom) undergoing a transition between states n and m. This time

dependence is carried entirely by the cosine factor in Equation (B10).

B.2 Transition Current Density

We are now in a position to define the transition current density of a molecule. We begin, as above, by

writing the quantummechanical expression for current density ofmolecule in a single time-dependent

steady state,

jn r1; r2; . . . . . . rN ;R; tð Þ ¼ �h

2mi
~Y*

n r1; r2; . . . . . . rN ;R; tð Þ r1 þr2 þ � � � þrNð Þ
h

� ~Yn r1; r2; . . . . . . rN ;R; tð Þ� ~Yn r1; r2; . . . . . . rN ;R; tð Þ
� r1 þr2 þ � � � þrNð Þ~Y*

n r1; r2; . . . . . . rN ;R; tð Þ
i

ðB12Þ

Here r1 ¼ i@=@x1 þ j@=@y1 þ k@=@z1 is the vector derivative operator in Cartesian coordinates

associated with the quantum mechanical momentum operator. We can reduce the multi-electron

current density to a one-electron current density by integrating over all electron and nuclear

coordinates except the coordinate for electron 1 as:

jn r1; tð Þ ¼ �h

2mi

ð
~Y*

n r1; r2; . . . . . . rN ;R; tð Þ r1 þr2 þ � � � þrNð Þ
h

� ~Yn r1; r2; . . . . . . rN ;R; tð Þ� ~Yn r1; r2; . . . . . . rN ;R; tð Þ
� r1 þr2 þ � � � þrNð Þ~Y*

n r1; r2; . . . . . . rN ;R; tð Þ
i
dr2; . . . . . . drN ; dR ðB13Þ

The time dependence cancels as it did for the probability density which, after dropping the

subscript 1, gives
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jn rð Þ ¼ �h

2mi

h
Yn rð ÞrYn rð Þ�Yn rð ÞrYn rð Þ

i
¼ 0 ðB14Þ

The current density vanishes as it should for a molecule in a state.

We now describe the current density for the transition-state wavefunction define in Equation (B9).

jnm r; tð Þ ¼ �h

2mi

h
Y*

nm r; tð ÞrYnm r; tð Þ�Ynm r;tð ÞrY*
nm r; tð Þ

i

¼ �h

2mi
Yn rð ÞrYm rð Þ�Ym rð ÞrYn rð Þ

i
eiðvn �vmÞt � e� iðvn �vmÞt
� �h

¼� 2c1c2JmnðrÞsinvnmt ðB15Þ

Here the pure state current densities vanish leaving only the time-dependent cross-terms. The last line

in this equation defines a real quantity that we call the transition current density (TCD) as:

JnmðrÞ ¼ �h

2m

h
Yn rð ÞrYm rð Þ�Ym rð ÞrYn rð Þ

i
ðB16Þ

The TCD is a vector field over the space of a molecule that describes currents in molecules that

oscillate during transitions in the molecule between states n and m. These currents describe how

probability density, as a conserved fluid, flows from one part of the molecule to another during a

molecule transition. For vibrational transitions, the vector field of the TCD depicts the motion of

electron density that accompanies the motion of the nuclei during a normal mode of vibration.

Examples of such TCD maps are shown in Figures 4.3 and 9.6.

B.3 Conservation of Transition Probability and Current Density

In this section we derive a fundamental relationship between the transition probability density (TPD),

defined in Equation (B11), and the transition current density (TCD), defined in Equation (B16), and

show they are related by a conservation equation.We start with thewell-known conservation equation

for any conserved quantity, in this case probability density.

�r � jn r; tð Þ ¼ @rn r; tð Þ
@t

ðB17Þ

The equation states that for any point in space, the change in probability with time is compensated by

current density flowing across the surface surrounding that point. If we apply this equation to our

transition state wavefunction we begin with

�r � jnm r; tð Þ ¼ @rnm r; tð Þ
@t

ðB18Þ

We first analyze the left-hand side of this equation, and from Equation (B15) we can write

�r � jn r; tð Þ ¼�r � JnmðrÞ2c1c2sinvnmt ðB19Þ
On the other hand, from Equation (B10) we have after taking the derivative with respect to time

@rnm r; tð Þ
@t

¼�vnmQnm rð Þ2c1c2sinvnmt ðB20Þ
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From these two equations, we can deduce a new relationship, taking care to note the order of the

subscript states for Jnm and vmn, which are chosen such that the overall appearance of the equation

resembles that of Equation (B18),

�r � JnmðrÞ ¼ vmnQnm rð Þ ðB21Þ

This equation relates the TCD on the left to the TPD on the right. For vibrational transition, the TCD is

a property whose existence depends on relationship of the current density that is generated by nuclear

velocities, a non-Born–Oppenheimer property, to the TPD, which is a function only of the nuclear

positions, a Born–Oppenheimer property. This equation can be verified independently by carrying out

the spatial gradient of the TCD we can write using Equation (B16),

�r � JnmðrÞ ¼� �h

2m

h
rYn r; tð ÞrYm r; tð ÞþYn r; tð Þr2Ym r; tð Þ

�rYm r; tð ÞrYn r; tð Þ�Ym r; tð Þr2Yn r; tð Þ
i

ðB22Þ

The first and the third terms cancel leaving

�r � JnmðrÞ ¼� �h

2m

h
Yn r; tð Þr2Ym r; tð Þ�Ym r; tð Þr2Yn r; tð Þ

i
ðB23Þ

It can be recognized that the del-squared operator between the twowavefunction can be replaced with

the full molecular Hamiltonian

H ¼� �h2

2m
r2 þVðRÞ ðB24Þ

This is because r2 is essentially the kinetic-energy operator and the potential-energy terms cancel

when included in both terms of Equation (B23). This allows us to write

�r � JnmðrÞ ¼ 1

�h
Yn r; tð ÞHYm r; tð Þ�Ym r; tð ÞHYn r; tð Þ½ � ðB25Þ

From here, we can evaluate the action of each Hamiltonian on the wavefunction immediately to its

right using Equation (B4). Thus we can finally write

�r � JnmðrÞ ¼ Em �Enð Þ
�h

Yn rð ÞYm rð Þ ¼ vmnQnm rð Þ ðB26Þ

This exactly verifies Equation (B21).

B.4 Conservation Equation for Vibrational Transitions

The theoretical expressions here apply to any transition between two quantum mechanical states of a

molecule. In particular it can be applied directly to any pair of electronic states. Its extension to

vibrational states within a single electronic state is more subtle due to the need to couple electron

population-density changes as a function of nuclear position, a Born-Oppenheimer property, with
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electron current-density changes as a function of nuclear velocity, a non-Born-Oppenheimer complete

adiabatic property. This formalism is described inChapter 4, Section 4.4. For completenessweprovide

the generalization of the conservation equation for TPD and TCD in Equation (B21) for vibrational

transitions, reproduced here from Equation (4.148):

�r � @jCAg r;R; _R
� �
@ _RJ

 !
_R¼0
R¼0

¼ @rAg ðr;RÞ
@RJ

 !
R¼0

ðB27Þ

Here the electron probability density and current density are given, respectively, by:

rAg ðr;RÞ ¼ cA
g ðrÞcA

g ðrÞ ffi r0gðrÞþ
X
J

@rAg ðr;RÞ
@RJ

0
@

1
A

0

�RJ

¼ c0
gðrÞ2 þ 2

X
J

c0
gðrÞ

@cA
g ðr;RÞ
@RJ

0
@

1
A

0

�RJ ðB28Þ

~j
CA

g r;R; _R
� �¼ �h

2mi
~c
CA�
g rð Þr~c

CA

g rð Þ� ~c
CA

g rð Þr~c
CA�
g rð Þ

h i
¼
X
J

@jCAg rð Þ
@ _RJ

0
@

1
A

0;0

� _RJ

¼� �h

m

X
J

@cCA
g rð Þ
@ _RJ

0
@

1
A

0;0

rc0
g rð Þ�c0

g rð Þr @cCA
g rð Þ
@ _RJ

0
@

1
A

0;0

2
64

3
75 � _RJ ðB29Þ

The vibrational version of the conservation equation in Equation (B27) can be verified by writing the

probability and current densities in terms of vibronic coupling formalism by using the complete

adiabatic wavefunction from Equation (2.87)

~c
CA

g r;R; _R
� �¼ cA

g r;Rð Þþ icCA
g r;R; _R
� �

¼ c0
g rð Þþ

X
J;e 6¼g

CJ;0
eg;ac

0
e rð Þ RJa þ iðv0

egÞ� 1 _RJa

� �
ðB30Þ

This gives the following expressions for the vibrational derivatives of the probability and current

densities as:

@rAg ðrÞ
@RJ

 !
0

¼
X
e 6¼g

c0
gðrÞC J;0

eg c0
eðrÞc0

gðrÞ ¼
X
e 6¼g

C J;0
eg Q0

geðrÞ ðB31Þ

@jCAg rð Þ
@ _RJ

 !
0;0

¼
X
e 6¼g

C J;0
eg

v0
eg

�h

2m
c0
gðrÞrc0

eðrÞ�c0
eðrÞrc0

gðrÞ
� �� �

¼
X
e6¼g

C J;0
eg

v0
eg

J 0
geðrÞ ðB32Þ

Finally, substitution of these two equations into Equation (B27) yields

�r �
X
e6¼g

CJ;0
eg

v0
eg

J 0
geðrÞ ¼

X
e6¼g

C J;0
eg Q0

geðrÞ ðB33Þ
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This equation proves the validity of Equation (B27) as for each state in the sum over excited states e

obeys the conservation equation for transition between the pair of states, eg, namely,

�r � 1

v0
eg

J 0
geðrÞ ¼ Q0

geðrÞ ðB34Þ

This equation is identical with Equation (B21) given above for the continuity equation for

electronic transitions.

References

Freedman, T.B., Gao, X., Shih, M.-L., and Nafie, L.A. (1998) Electron transition current density in molecules. 2.

Ab initio calculations for electronic transitions in ethylene and formaldehyde. J. Phys. Chem. A, 102, 3352–3357.

Freedman, T.B., Lee, E., and Nafie, L.A. (2000a) Vibrational current density in (S)-methyl lactate: Visualizing the

origin of the methine-stretching vibrational circular dichroism intensity. J. Phys. Chem. A, 104, 3944–3951.

Freedman, T.B., Lee, E., and Nafie, L.A. (2000b) Vibrational transition current density in (2S,3S)-oxirane-d2:

Visualizing electronic and nuclear contributions to IR absorption and vibrational circular dichroism intensities.

J. Mol. Struct., 550–551, 123–134.

Freedman, T.B., Shih, M.-L., Lee, E., and Nafie, L.A. (1997) Electron transition current density in molecules. 3.

Ab initio calculations of vibrational transitions in ethylene and formaldehyde. J. Am. Chem. Soc., 119,

10620–10626.

Nafie, L.A. (1997a) Electron transition current density inmolecules. 1. Non-Born-Oppenheimer theory of vibronic

and vibrational transition. J. Phys. Chem. A, 101, 7826–7833.

Nafie, L.A. (1997b) Infrared and Raman vibrational optical activity: Theoretical and experimental aspects. Annu.

Rev. Phys. Chem., 48, 357–386.

Appendix B 351



Appendix C

Theory of VCD for Molecules with
Low-Lying Excited Electronic States

In this Appendix, we present the basic expression applicable to describing the vibronic wavefunction,

transition matrix elements, and intensities for vibrational transitions in the ground electronic state

where the usual approximation that the energies of all excited electronic states are large compared to

the spacing between vibrational levels within electronic states is not made (Nafie, 2004). This occurs

mainly in transition metal or rare earth metal complexes with low-lying excited electronic states that

are comparable in energy to the fundamental vibrational transitions in such molecules.

C.1 Background Theoretical Expressions

A key step in the development of the quantum mechanical theory of VCD at the level of vibronic

wavefunctions is the approximation that excited-state vibronic detail in the lowest-order Born–

Oppenheimer correction term can be neglected as unimportant. The vibronic molecular wavefunction

just before this approximation is invoked is given in Equation (4.29), which is reproduced here as

Equation (C1). This wavefunction is the sum of the usual factorable Born–Oppenheimer adiabatic (A)

vibronic wavefunction and the lowest-order non-Born–Oppenheimer non-adiabatic (NA) vibronic

wavefunction. In Chapter 4 we referred to this wavefunction as pre-complete adiabatic (pCA) because

it introduced explicitly the nuclear velocity dependence of the wavefunction, but it was still not yet

factorable becausewe had retained vibronic detail in the energy denominator and a summation over all

the excited state vibrational wavefunctions fsuðRÞ. We express here for the ground electronic-state

wavefunction in a zeroth vibrational state with subscript A instead of J for the nucleus index

YpCA
g0 ðr;R; _RÞ ¼ YA

g0ðr;RÞþYNA
g0 ðr;R; _RÞ

¼ cA
g ðr;RÞfg0ðRÞþ i�h

X
ey 6¼g0

X
A

�
cA
efey

�� _RJ;a @=@RA;a

� �
elec
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efg0

�� �
Eey �Eg0

ceðr;RÞfeyðRÞ

ðC1Þ
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ThisNA term of this wavefunction is a perturbation expansion of the adiabatic vibronicwavefunctions

over all the excited states of the molecule with the nuclear kinetic energy as the perturbation operator,

and in particular the perturbation with one part of the kinetic-energy operator acting on the electronic

wavefunction and the other part acting on the vibrational wavefunction. We next carry out a few steps

to bring the adiabatic and non-adiabatic terms closer in form to one another. For the adiabatic term, we

expand the electronic part of thewavefunction to first order in nuclear-position dependence, and for the

non-adiabatic termwe express the electronic and vibrational parts of the perturbation matrix elements

in the summation over excited states as a product of matrix elements.

YpCA
g0 ðr;RÞ ¼ c0

gðrÞfg0ðRÞ þ
X
e 6¼g

X
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þ ih�
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�� _RA;a fg0
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eðrÞfeyðRÞ

ðC2Þ

This wavefunction is still not factorable because the summation over excited states depends on the

vibronic detail, in the numerator and the denominator of the NA part of the wavefunction. We shall

return to consider this wavefunction further, but first, for reference, we go on to invoke the critical

approximation that leads to the complete adiabatic (CA) wavefunction.

To achieve a factorable wavefunction and separation of the electronic and vibrational parts of the

wavefunction characteristic of the CA approximation, the vibronic detail in the denominator is

removed by E0
ey �E0

g0 � E0
e �E0

g, which permits the summation over excited-state vibrational

wavefunctions to be carried out to closure as
P

y feyj i fey ¼ 1jh in Equation (C2) to yield
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The electronic part of the wavefunction between the curled braces can be consolidated by writing

YCA
g0 ðr;R; _RÞ ¼ c0

gðrÞþ
X
e6¼g

X
A

c0
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� �
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e

� �( )
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Using the CAwavefunction the rotational strength and the dipole strengths can be written in either

the position or the velocity forms for a vibrational transition between the zeroth and first vibrational

levels of normal mode a in the ground electronic state as:
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���mb

���Ya
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The electric and magnetic dipole transition matrix elements that appear in these expressions can be

written as in Chapters 2 and 4 as:
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C.2 Lowest-Order Vibronic Theory Including Low-Lying Electronic
States

We now return to the wavefunction given in Equation (C2) where excited-state vibronic detail is still

retained. Thiswavefunction can be used to obtainmore general expressions for the transitionmoments

inEquations (C8),(C9) and (C10).Thenon-factorablewavefunctionsusingnormalnuclear coordinates

formodeaand the transformationS-vectors,SAa;a ¼ @RAa=@Qað ÞQ¼0 ¼ @ _RAa=@Pa

� �
Q¼0

aregivenby:
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For complex conjugate wavefunction, Ya�
g1, we have used the relationship hfeyjPajfa

g1i ¼
� hfa

g1jPa feyj i to restore a positive sign to the imaginary term.

Insertion of thesewavefunctions into electronic contributions toEquation (C8) for the position form

of the electric-dipole transition moment yields
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In contrast to Equation (C8), this equation contains three terms instead of one. The first arises from

within the BO approximation and the next two are due to non-BO contributions that normally do not

appear at the lowest level of the position form of the electric-dipole transition moment. For the two

non-BO terms, the first arises from substitution of non-BO part of Equation (C11) for the initial

vibronic state, g0, whereas the second term represents substitution of the non-BO part of

Equation (C12) for the final state, g1. In the absence of low-lying electronic states (LLESs) where

the separation between excited electronic states is large compared with the vibronic sublevel

energies, Equation (C13) reduces to the standard expression given in Equation (C8). This is

accomplished by removing vibronic detail from the denominators in Equation (C13) and summing

over excited vibronic states to closure. The two non-BO terms, when the electronic matrix elements

are put in the same form as carried out below, have opposite signs and cancel, and make a zero non-

BO contribution.

The corresponding expressions for the velocity form of the electric dipole transition moment

starting from the electronic part of Equation (C9) are given by;
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Here the two non-BO terms in this equation do not cancel when the vibronic detail is removed and the

electronic matrix elements are brought into the same form. Both represent the entire corrected

contribution to the transition moment. The corresponding two terms in Equation (C13) serve only to

correct the main BO term.

Similarly, substitution of Equations (C11) and (C12) into the electronic contribution to

Equation (C10) for the magnetic-dipole transition moments yields,
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This equation closely follows the velocity form of the electric-dipole transition moment in

Equation (C14). Equations (C14) and (C15) reduce to the standard CA expressions given in

Equations (C9) and (C10), respectively, by eliminating the vibronic detail in the denominators, as

was described for the reduction of Equation (C13) to Equation (C8).

C.3 Vibronic Energy Approximation

To simplify these equations that allowLLESs, the following approximation is used. It can be argued an

LLES is not likely to have potential-energy surfaces that differ significantly from those of the

ground state. This holds in particular for metal-centered d–d or f–f transitions that have little effect

on the vibrational motion of the associated ligands. A possible exception to this assumption may
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arise for complexes with sufficiently high symmetry that the ground electronic state or the LLESs are

degenerate. In such cases, the molecule will distort its geometry in the degenerate state in a way that

splits the degeneracy in the so-called the Jahn–Teller effect.Under the assumption that any Jahn–Teller

effect is not large compared with the splitting imposed by the coordination geometry of the complex,

the following approximation can be invoked:

fey ¼ fa
ey ¼ fa

gy ðC16Þ

This approximation may still work well for many vibrational modes in molecules with Jahn–Teller

distortion, but only comparisons between theory and experiment can address this point. Using the

approximation of Equation (C16) in Equation (C13) and invoking harmonic oscillator selection rules

allows evaluation of the summation over excited vibrational states, y in the non-adiabatic terms
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Here we can explicitly evaluate the vibronic energy difference in the denominator, which differs

from the CA approximation of ignoring the excited state detail by a quantum of vibrational energy.

This expression can be simplified further by converting the electronic matrix elements into the same

form by interchanging wavefunctions, with a change of sign of the nuclear-derivative matrix

element but not the dipole-moment matrix element, and taking into account of the normalization of

the vibrational wavefunctions,
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It is now even easier to see that this equation reduces to Equation (C8) when the energy difference

between excited and ground electronic states is large comparedwith vibrational energy spacing. The

non-BO term simply vanishes. Despite the simplifying nature of the approximation leading to

Equation (C18), the combination of excited-state energies and particular vibrational normal-mode

frequencies mixes the contributions of the electrons and nuclei to the transition moment in a non-

separable way, in keeping with the non-BO nature of including correction terms for LLESs. The BO
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and non-BO terms in Equation (C18) can be brought into closer form in the following way.

The momentum (velocity) vibrational matrix element in the non-BO term can be converted into the

position form of this matrix element by using
�
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�
. After combining

the energy terms over a common denominator, one obtains
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One additional algebraic simplification gives

�
Ya

g1

��mE
b

��Ya
g0

� ¼ 2
X
e6¼g

X
A

�
c0
g

��mE
b c0

e

�� �
c0
e jð@cg=@RA;aÞ0

� �
SAa;a

ðv0
egÞ2

ðv0
egÞ2 �v2

a

 !�
fa
g1

��Qa

��fa
g0

�
ðC20Þ

In Equation (C19), the first term is the BO contribution and the second is the non-BO correction. In

the limit where the electronic energy spacing is large relative to the vibrational energy spacing, the

correction term vanishes and this expression again reduces to the standard CA expression given by

Equation (C8). Equation (C20) is the generalized expression for the position form of the electric

dipole transition moment taking into account the possible close approach of an excited electronic

state to the energy region of vibrational transitions. Equations (C19) and (C20) represent two

equivalent algebraic ways of expressing the frequency-dependent correction associated with the

presence of an LLES: one is the standard term plus a correction term and the other is a modified

standard term in a more compact representation.

From Equation (C20), it is possible to write a generalization of the electronic atomic polar tensor

(ATP) defined in Equation (2.74) as:
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Here the ATP is no longer independent of the normal modes of the molecule, as indicated by its

parametric dependence on the vibrational frequency of the ath normal mode. The, inclusion of

vibronic detail in BO correction terms introduces an interdependence of the vibrational motion on the

electronic response of the molecule. Thus, in the presence of LLESs, one must envision a set of

electronic ATPs for each atom A in the molecule, one for each normal mode a. The factor in

parentheses in Equation (C21) depends on both the frequencies of the excited electronic states and the

individual vibrational modes in a non-separable way.

The velocity form of the electric dipole transition moment can be developed in a similar way.

Here both the matrix elements of the dipole velocity and nuclear derivative change sign upon

interchange of the electronic wavefunctions needed to bring the two non-BO terms of Equation (C14)

into the same form,
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Combining the energy denominators and factoring out the pure electronic energy difference yields
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The same correction factor appears here that appears in Equation (C21) where the reduction to the

standard expression in Equation (C14) follows in the sameway. The corresponding expression for the

velocity form of the electronic ATP given is:
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The hypervirial equation given in Chapter 2 in Equation (2.24) exactly converts the new generalized

expressions for the velocity form of theAPT in Equation (C24) into the corresponding position form in

Equation (C21), and vice versa. Neglecting thevibrational frequency term in the denominators of these

expressions reduces them to their standard forms for high-energy excited electronic states.

The LLES expressions for the electronic contribution to the magnetic dipole transition

moment follow closely the corresponding expressions for the velocity form of the electric dipole

transition moment.
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The two energy terms can be combined over a common denominator and the pure electronic energy

difference factored out to yield

�
Ya

g1

��mE
b

��Ya
g0

� ¼ 2i�h
X
e 6¼g

X
A;a

�
c0
g

��mE
b

��c0
e

��
c0
e

��ð@cg=@RA;aÞ0
�
SAa;a

E0
eg

ðv0
egÞ2

ðv0
egÞ2 �v2

a

 !�
fa
g1

��Pa

��fa
g0

�
ðC26Þ

This expression reduces to the traditional CA form given in Equation (C10) upon neglect of the

vibrational frequency term in the denominator of Equation (C26). Finally, the general form of the

electronic contribution to the AAT is given by:
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C.4 Low-Lying Magnetic-Dipole-Allowed Excited Electronic States

The expressions above do not depend on the nature of the excited electronic states. A common case is

when an LLES is approximately electric-dipole forbidden and magnetic-dipole allowed. This occurs

for the d–d transitions in transition metals with unfilled d-levels, and similarly for f–f transition in rare

earth elements. In the limit of pure magnetic-dipole character, there is no effect of these LLES

transitions on the electric-dipole transition moments, ATPs, or IR vibrational absorption intensities.

On the other hand, the vibrational magnetic-dipole transition moments will be significantly affected

and the more general expressions developed above must be utilized to calculate the corresponding

atomic axial tensors and VCD intensities.

The generalized expression for the electronic contribution to the AAT given in Equation (C27)

written as a sum of the conventional, frequency-independent term, IAab, plus a frequency-dependent

correction term is given by:
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The correction term in Equation (C28) is less than a 1% correction for electronic states when the

transition energy for state e is an order of magnitude, or more, greater than the vibrational energy of

the ath normal mode of the molecule. As a result, as a reasonable approximation, it is necessary to

include the correction term only for LLESs. The standard term and the correction term arewritten in

terms of AAT symbols in Equation (C29) where the primed term is the frequency-dependent

correction term,

IAabðvaÞ ¼ IAab þ I0AabðvaÞ ðC29Þ

An approximation for the correction term is given in Equation (C30) where only LLESs labeled e0

are included in the summation,
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Afurther division of these equations that is useful to consider is to separate the standardAAT tensor,

IAab, into terms involving electronic states that are far from vibrational energies from the state or states

that are low-lying and needed for the correction term inEquation (C30). This expression for theAATis

given by:

IAabðvaÞ ¼ IAabðe 6¼ e0Þ þ IAabðe0Þ þ I0AabðvaÞ ðC31Þ

Here the first two terms depend only on the electronic energies in the usual way, and the last term is the

same as that in Equation (C30). For the case of twomolecules that possess identical bonding properties

but differ in the presence or absence of LLESs, such as a transition metal complex with these

properties, the first term in Equation (C31) applies to the molecule with no LLESs, whereas two

correction terms apply to an otherwise identical moleculewith LLESs. The first correction term can be

calculated using standardVCDalgorithms, whereas the second correction termmust be added for each

LLES and each vibrational mode under consideration.
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If only the magnetic dipole transition moment needs correction for an LLES, this separation of

correction carries directly forward to the rotational strength in a straightforward, linear manner.

Thus, using the same notation as used for the atomic axial tensor, the rotational strength can be

written as:

Ra
g1;g0ðvaÞ ¼ Ra

g1;g0ðe 6¼ e0Þ þRa
g1;g0ðe0Þ þR0a

g1;g0ðvaÞ ðC32Þ

and no corrections are needed for the ATPs and the dipole strength.

Reference

Nafie, L.A. (2004) Theory of vibrational circular dichroism and infrared absorption: Extension to molecules with

low-lying excited electronic states. J. Phys. Chem. A, 108, 7222–7231.
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Appendix D

Magnetic VCD in Molecules
with Non-Degenerate States

We present in this Appendix the perturbation theory for magnetic vibrational circular dichroism

(MVCD) applicable to molecules without degenerate states. In general, magnetic circular dichroism

(MCD) possesses three intensity mechanisms termed the A-, B-, and C-term mechanisms. A-term

MCDarises fromdegenerate excited final states that are split in spectral frequency due to their opposite

angularmomentumproperties. Such split states have oppositeMCD intensity, and the splitting leads to

a couplet intensity pattern that grows with magnetic field strength until the bandshapes of the split

states no longer overlap, a rare occurrence. The B-term arises from magnetic field couplings between

excited states. The C-term arises only for molecules that originate in degenerate ground states that are

split by the magnetic field and populated to different degrees. The C-term of MCD is therefore

temperature dependent and can be separated from the A-term by this dependence. Degenerate states

only occur in molecules with threefold or higher symmetry, and as mentioned in Chapter 3, there is no

requirement of chirality to observe MCD. On the other hand chiral molecules can exhibit MCD with

the CD andMCD effects independent of each other to at least the first order in interaction of light with

matter. For molecules of lower symmetry that possess no degenerate states, the only source of MCD

intensity is the B-term mechanism.

Before beginning the development of B-termMVCD formalism, we note that the nuclei, unlike for

natural VCD, do not make a contribution toMVCD. This is because there is no detectable response of

the nuclei to the appliedmagnetic field. In particular, electronic currents arise due to themagnetic field

but no such currents within nuclei contribute to MVCD intensities.

D.1 General Theory

The observed MVCD for a vibrational transition g0 to g1 in a low-symmetry molecule with no

degenerate states is given by:

D« ¼ «L � «R ¼ Yhn Bg0� g1bH ðD1Þ
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where Y is a constant, hn is the photon energy, b is the Bohr magneton, H is the applied magnetic

field in the direction of the propagation of the light beam, and Bg0� g1 is the MVCD B-term

given by:

Bg0;g1 ¼ � 2

b

X
ey

Im

�
hYg0

����m Yg1

�� �

� hYg1jm Yeyj i � hYeyjm Yg0

�� �
Eey �Eg0

�
�hYg1jm Yeyj i � hYeyjm Yg0

�� �
Eey �Eg1

��
ðD2Þ

The corresponding ordinary infrared absorption for this transition is given by the dipole

strength Dg1,g0

Dg1;g0 ¼ Yg0jm Yg1

�� � � Yg1jm Yg0

�� ��� ðD3Þ

Using this same notation, naturalVCDarising frommolecular chirality in the absence of amagnetic

field is given by the rotational strength

Rg1;g0 ¼ Im Yg0jm Yg1

�� � � Yg1jm Yg0

�� ��� ðD4Þ

By analogy, the B-term of MVCD can be written as:

Bg1;g0 ¼ K Im Yg0jm Yg1

�� � � Yg1jmmag Yg0

�� ��� ðD5Þ

Here magnetic-field induced magnetic dipole transition moment can be written as

hYg1jmmag Yg0

�� � ¼X
ev

hYg1jm Yeyj i � hYeyjm Yg0

�� �
Eey �Eg0

�
�hYg1jm Yeyj i � hYeyjm Yg0

�� �
Eey �Eg1

�
ðD6Þ

D.2 Combined Complete Adiabatic and Magnetic-Field
Perturbation Formalism

In this sectionweprovidefromChapter4 thebasic formalismof theCAandMFPwavefunctions that are

needed to reduceEquation (D6) toamore familiar formamenable to computationevaluation in termsof

perturbed electronic wavefunctions. First we consider the electronic Hamiltonian as sum of the usual

Born–Oppenheimer adiabatic term, thenuclear velocityperturbation termof theCAwavefunction, and

finally the magnetic field perturbation term of the MFP formalism. Because the magnetic-dipole

moment operator,mE, is imaginary, electronic wavefunctions with nuclear velocity and/or magnetic-

field dependence are complex, denoted by an overscript tilda. From Equation (4.86) we have

~H
HCA

E R; _R;H
	 
 ¼ HA

E Rð Þ� i�h
@

@R

� �
E

� _R�mE �H ðD7Þ
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The resulting complex CA-MFP wavefunction, separable into electronic and vibrational parts is

given by:

~YHCA

gy ðr;R; _R;HÞ ¼ ~c
HCA

g ðr;R; _R;HÞjgyðRÞ ðD8Þ

The two imaginary perturbations result, to first order, in two addition imaginary terms in the electronic

wavefunction written as:

~c
HCA

g ðr;R; _R;HÞ ¼ cA
g ðr;RÞþ icCA

g r;R0; _R
	 
þ icH

g r;R0;Hð Þ ðD9Þ

More explicitly, from using first-order perturbation theory developed in Chapters 2 and 4, we have

~c
HCA

g ðR; _R;HÞ ¼ c0
g þ

X
A

X
e6¼g

c0
e jð@cg=@RAÞ0

� �
c0
eðRA þ i�h _RA=E

0
egÞþ c0

e jmE c0
g

��� E
c0
e �H=E0

eg

D ih
ðD10Þ

As a result, we can write derivatives of the wavefunction with respect to the normal coordinate

momentum, or velocity because Pa ¼ _Qa, and magnetic field, H, respectively, as:

@~c
CA

g

@Pa

 !
P¼0

¼ i
@cCA

g

@Pa

 !
P¼0

¼
X
e 6¼g

i�h c0
e j @cg=@Qa

	 

0

D E
E0
e �E0

g

c0
e ðD11Þ

@~c
HCA

g

@Hb

 !
H¼0

¼ i
@cH

g

@Hb

 !
H¼0

¼
X
e6¼g

hc0
e jmE

bjc0
gi

E0
e �E0

g

c0
e ¼

X
e 6¼g

i�hhc0
e je«bgdrg _rd=2cjc0

gi
E0
e �E0

g

c0
e ðD12Þ

The last expression in Equation (D12) shows explicitly the imaginary character of themagnetic-dipole

moment operator and also the similarity to the nuclear velocity perturbation derivative in

Equation (D11).

D.3 Vibronic Coupling B-Term Derivation

Using Cartesian tensor notation, Equation (D6) can be written in terms of the b-component of the

magnetic-field induced moment operator, mb;mag, as:

hYg1jmb;mag Yg0

�� � ¼ «bgd
X
ey

hYg1jmg Yeyj ihYeyjmd Yg0

�� �
Eey �Eg0

"
�hYg1jmg Yeyj ihYeyjmd Yg0

�� �
Eey �Eg1

#
ðD13Þ

This equation can be viewed as the application of Rayleigh–Schrodinger perturbation on the initial,

and final vibronic wavefunctions of the electric-dipole transition moment with an external magnetic

field. Reversing the application of the perturbation, as is done in the derivation of the MFP expression

for VCD described in Chapter 4, we can write
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hYg1jmb;mag Yg0

�� � ¼ «bgd Yg1jmg
@ ~Yg0

@Hd

� �
H¼0

����

� @ ~Yg1

@Hg

� �
H¼0

����md Yg0

�� �� ���
ðD14Þ

Here it can be seen that themagnetic field perturbation is acting in the first term on the initial state, ~Yg0,

the ground vibrational state of the molecule, and in the second term the final state, ~Yg1, is perturbed.

Factoring out the vibrational wavefunctions gives

hYg1jmb;mag Yg0

�� � ¼ «bgdhjg1j ~cgjmg
@~cg

@Hd

 !
H¼0

�����
+
� @~cg

@Hg

 !
H¼0

�����md
~cg

�� �* #
jg0

�� E*"
ðD15Þ

The electronic wavefunctions of the ground state, ~cg ¼ cg þ ic0
g, are written here as complex

wavefunctions due to either the nuclear velocity or magnetic field perturbation terms. For simplicity

we do not explicitlywrite the source of the perturbation as a superscript as this is clear from the context.

The real part of ~cg, namely, cg, vanishes in this expression because in this case the second term can be

written as:

«bgd
@~cg

@Hg

 !
H¼0

�����md cg

�� � ¼ � «bgd
@~cg

@Hd

 !
H¼0

�����mg cg

�� � ¼ «bgd cgjmg
@~cg

@Hd

 !
H¼0

�����
+***

ðD16Þ

The first equality occurs with a change of sign due to the interchange of Cartesian subscripts and the

form of the alternating tensor, «bgd. A positive sign is restored when the wavefunctions are inter-

changed bearing in mind that the wavefunction derivative with respect to magnetic field is pure

imaginary, whereas no sign change occurs for cg because it is real. It is clear that the first and second

terms in Equation (D15) are equal for real cg and therefore cancel.

If, on the other hand, the imaginary part of ~cg is retained, and in particular the part that carries the

nuclear velocity dependence in the CA electronic wavefunction, we have

h~Ya

g1jmb;magjYa
g0i ¼ «bgdhja

g1j hic0
gjmg

@~cg

@Hd

 !
H¼0

�����
+
� @~cg

@Hg

 !
H¼0

�����md ic
0j i

* #
ja
g0i

���
"

¼ 2«bgdhja
g1jhic0

gjmg
@~cg

@Hd

 !
H¼0

�����
+

ja
g0

��� E
ðD17Þ

In the last step, we have combined equal terms as there are three sign changes in converting the second

term into the first for the imaginary perturbed wavefunction, ic0
g.

We next need to create an explicit normal coordinate dependence to keep the vibrational matrix

element non-zero. The derivative with respect to Qa cannot be taken because to first order the

imaginary part of the complex electronic wavefunction has no dependence on Qa. We therefore must

take the derivative of the complex wavefunction with respect to Pa, which gives us the final result,

h~Ya

g1jmb;magjYa
g0i ¼ 2«bgd

@~cg

@Pa

 !
P¼0

mg
@~cg

@Hd

 !
H¼0

�����
+

ja
g1

���Pa ja
g0

��� ED�����
*

ðD18Þ
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This expression for the B-term induced magnetic dipole transition moment is a mix of the two

perturbation expressions for the magnetic-dipole moment associated with natural VCD, namely the

NVP formalism adapted from Equation (4.84) as:

h~Ya

g1jmbjYa
g0i ¼ 2h~cgjmb

@~cg

@Pa

 !
P¼0

�����
+

ja
g1jPajja

g0

D E
ðD19Þ

and the MFP formalism adapted from Equation (4.85) given by:

h~Ya

g1jmbjYa
g0i ¼ 2i�h

@cg

@Qa

� �
P¼0

����� @~cg

@Hb

 !
H¼0

* +
ja
g1jPajja

g0

D E
ðD20Þ

From these expressions, in particular Equation (D18), it is clear that given formalism for the NVP

electronic wavefunction, the inducedmagnetic-dipole transition moment ofMVCD can be calculated

from computation pieces used for VCD calculations without the need to carry out an explicit sum over

all excited electronic states, which appears in the opening definition of MVCD B-term intensity

Equation (D2).

The potential value of the measurement of B-term MVCD is its use as a third vibrational intensity

expression, supplementing the VA and VCD spectra, for the analysis of the vibration mode structure

and electron population and current densitiesmodulated by thevibrationalmotion of themolecule. For

instance, MVCD could be used as a further point of spectral reference in making assignments of

absolute configuration using VCD and VA spectra. MVCD spectra for typical magnetic fields are

weaker than VCD intensities, but given improvements in FT-VCD instrumentation and access in the

future to higher superconducting magnetic fields, MVCD may some day prove a value additional

spectroscopic probe of molecules for comparison with quantum chemistry calculations.

D.4 MCD from Transition Metal Complexes with Low-Lying
Electronic States

As a first example of B-termMVCD,we present here the VA, VCD, ECD,MVCD, andMECD spectra

in the hydrogen stretching region of five transition metal complexes of the chiral ligand (–)-sparteine

(Ma, 2007). The structure of the (–)-sparteine ligand and itsmode of complexation to transitionmetals,

with two chloride ligands are shown in Figure D.1. Also shown are the associated vibrational and

electronic spectra in this spectral region.

The VA spectra of all five complexes are nearly indistinguishable. Any low-lying excited

electronic states (LLES) are primarily magnetic-dipole allowed and exhibit no discernable

electronic absorption spectra. The VCD spectra for Zn(II) and Cu(II), which have no LLES, are

the same and show VCD of normal magnitude. The complexes of Fe(II), Co(II), and Ni(II) show

broad ECD and narrow CH-stretching VCD that are all different and enhanced by the LLES. A

similar pattern occurs for the MCD spectra. The Zn(II) and Cu(II) complexes show very small if

any MVCD spectra, and the Fe(II), Co(II), and Ni(II) complexes show enhanced MVCD spectra in

the CH-stretching region superimposed on broad MECD spectra from the LLES. The magnetic

field strength from a permanent magnet was 1.4 T, a modest field compared with superconducting

magnets that are typically in the 7 T or higher range. The MCD were separated from the natural CD

by reversing the field direction of the magnet relative to the IR beam from the FT-VCD

spectrometer. These MCD spectra are the first measurements of MVCD for a chiral molecule
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and the first for which the B-term mechanism was the only source of MCD intensity. Some of the

natural VCD spectra of these complexes were published previously (He et al., 2001).

References
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of (–)-sparteine transition metal complexes for Fe(II), Co(II), Ni(II), Cu(II), and Zn(II). The structure of
(–)-sparteine ligand and its transition metal complexes are shown on the left
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